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INPEAVCJIOBINE

HanHoe ydebHOe mocoOme mpeHa3HAYEeHO IJIA CTYAEeHTOB TeXHUYec-
KIX BY30B, U3YYaIOINX DJEKTPOHHbBIE BHIUMCINTEILHBIE CCTEMBI, MHJPOP-
MAallMMOHHBbIE TEXHOJIOTUM, IIPUKJIATHYIO0 MH(OPMATHUKY, KOTOPbIE M3YUNJIN
IITKOJIBHBIN KYPC aHTJIMICKOTO A3BbIKA U OBJIAJEJIV JIEKCUYECKM U rpaMMa-
TUYECKUM MUHMMYMOM JIJIsI OCYIIIECTBJIEHUSA PeYEeBON NeATEJIbHOCTU B CU-
TyalMAaX COIMaJIbHO-OBITOBOM cdephbl OOIIeHMA, a TaKiKe IJIA BCeX TeX,
KTO MHTEPECYeTCs KOMITBIOTEPHBIMY CHCTEMaMI ¥ MH(OPMAIMIOHHBIMI TEX~-
HOJIOTUSMM ¥ COBEPIIIEHCTBYET CBOM 3HAHWMA AHTJIMICKOTO A3BbIKA B IIPO-
deccroHaIbHOI chepe.

ITesns mocobmsa — criocobCTBOBATh OBJIAJEHMIO ITPO(eCCOHABHON JIEK-
CUKOJ, (POPMMPOBATH HABBIKM M YMEHNA YTE€HUA U [IePEBOIA CIIeIaJIbHOI
JUTEPATyPhl, a TaKyKe Pa3BMBATh YMEHUA PEUEBOr0 MPodeccroHaIbHOTO
oOIIleHMA Ha aHIJIMICKOM fA3bIKE B IIpejiesax ITpopabdoTaHHON TEeMaTUKMN.
Peanmzanmsa mocTaBJIEeHHBIX 33Ja9 OCYIIECTBJAETCA C IIOMOIIBIO CITeIIV-
aJIbHO IIOJOOPAaHHBIX AyTEHTUYHBIX TEKCTOB M Pa3paboTaHHON CHUCTEMbI
YIPasKHEeHUI.

YuebHOe mocoOme COCTOUT U3 ABYX YaCTel U aHTJIO-PYCCKOTO CJIOBaPS.
MaTepnajsioMm s mocoOMA TTOCTYKMUIIO aMEPUKAHCKOe U3AaHNue IJIA U3Y-
qaronux komnbsioTep P. Norton “Introduction to Computers”.

IlepBaa wactb nmocobmsa PART I. COMPUTER BASICS Mo:keT ObITb MC-
II0JIb30BaHA B KadecTBE OCHOBHOIO y4eOHOro MaTepuaJjia MIpu 0o0ydeHUn
CTYIEHTOB, M3YYaIOIINX KOMITBIOTEPHbBIE CMCTEMBI U MH(POPMAIMOHHbIE TEX-
HOJIOTUM B COOTBETCTBUM C TPeOOBAHUAMM ITPOTPAMMBI IJIA HEA3BIKOBBIX
BY30B AaHHOrO npodpuia. Ona coctouT us naTtu paszgeioB (UNITS), kamk-
IIbIVi 13 KOTOPBIX ITPEJICTABJIAET cODOM TeMaTUUeCK) 3aBEPIIEHHOE IIeJIOe.
Pasgen 1 mocBAIEH anmmapaTHOMY ¥ IPOTPaMMHOMY OOeCIIedeHMI0 KOMITb-
IOTEPHOI CHCTEMBI, pas3jie 2 pacCMaTPUBAET OCHOBHBIE BOITPOCHI IPOTPaM-
MMPOBaHNUA, B pasgeiie 3 gaérca mHpopManma o 0adaxX AAaHHBIX, pasael
4 IOCBAIIEH KOMIOBIOTEPHBIM CETAM, B pa3fiesie d ONMChIBAIOTCA TUIIbI MH-
dopmMalMoOHHBIX cucTeM. Bce paszesibl MMEIOT €IMHYI0 CTPYKTYPY, UTO
TI03BOJISAET OCYIIECTBJIATh MIOATAITHOE (POPMUPOBaHME A3BIKOBBIX HABBLIKOB
U pedeBbIX yMeHUt. KaskabIl pa3nes BKIOUYaeT B cebs TeKCT, Iocjie KOTO-
POr0o IAarTCA CJOBAPh M CUCTEMa 3aJaHUil U YIPaKHEeHNN, HallpaBJIEHHBIX
Ha aKTMBHOE YCBOEHME JIEKCMYECKOTO U pedyeBOoro Marepuaja. K Kasaomy
TEKCTY IIPEeyCMOTPEHBI BOIPOCHI ¥ TECTOBbIE 3aJaHUsA, II€JbI0 KOTOPBIX
ABJIAETCA ITPOBEPKa MOHMMaHUA TekceTa. s dpopMmupoBaHmA YMEHMII MO-
HOJIOTMYECKON Peyn II0CJIe TeKCTa IIpeijlaraeTcA cXeMa, Ha OCHOBE KOTOPO



CTYZAEHTBI CTPOAT CBOM BbICKa3bIBaHMA II0 IPOUYMTAHHOMY. T'eKCThI Iep-
BOJ YacTu Iocobmsa aganTUPOBaHbl M MOTYT MCIIOJIb30BATHCA Ha HAYaJlb-
HOM 3Tarle pabOoThI CO CHEIMaJbHON JINTEPATYPOIL.

Bropas yacts mocobus PART IL. SUPPLEMENTARY READING BKJIFOUaeT
8 pas3neJtioB, KasKIblil M3 KOTOPBIX COLEPKUT JOIIOJIHNUTEeJIbHbIe HealallTy-
pPOBaHHBIE TEKCThI IJI CAaMOCTOATEJBHOM PaboThl. OTU TEKCTHI IT0N00paHbI
B COOTBETCTBUM C TEMATUKOI, C KOTOPOM CTYyAEeHThl O3HAKOMUJIVChH B IIep-
BOJI 4aCTY ITOCO0MA, ¥ MOTYT MCIIOJIb30BaThCA JJIA YTeHUsA, IIepeBojia, Tpe-
HMPOBKM B aHHOTHMPOBAHMUM U pedepupoBaHUM KaK Ha 3aHATUAX, Tak
Y BHE ayAUTOPUMN.

IIpuyaraemsblit aHTJI0-pyCcCcKuii caoBapb (VOCABULARY ), BKJIIOYA O
B ce0A OCHOBHBIE KOMIIbIOTEPHBIE TEPMUHBI U JIEKCUKY TE€KCTOB, PEKOMEH-
JIlyeTCs MUCIOJb30BaTh B TedeHMe BCcero yueOHOro IpoIliecca.

JanHoe yueOHOe rmocoOue B 1eJIOM IpeaHa3HA4YeHO IJf MCIIOJIb30Ba-
HISA B Ipollecce 00ydeHMA UYTEHUIO CHEellMaJIbHON JUTepaTypbl HA MHOCT-
PaHHOM f3bIKE B By3€, HO €ro OTHeJIbHble pa3zielibl M TEeKCTbl MOTYT MC-
II0JIb30BAThCA U Ha 0oJiee IIPOABMHYTOM STaIlle.
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PART 1
COMPUTER BASICS

UNIT 1. Computer System

Text 1
Overview of the Computer System

I. Read and translate the text.

The Parts of a Computer System

A computer is an electronic device used to process data, converting it
into information that is useful to people. A complete computer system includes
hardware, software, data, and people. Hardware consists of electronic devices,
the parts you can see. Software, also known as programs, consists of
organized sets of instructions for controlling the computer. Data consists
of text, numbers, sounds, and images that the computer can manipulate.
Looking Inside the Machine

The hardware, or physical components, of a computer consists of
a processor, memory, input and output (I/O) devices, and storage. The
processing function is divided between the processor and memory. The
processor, or CPU, is the brain of the machine. Memory holds data and program
instructions as the CPU works with them. The units of measure for memory
are the byte, kilobyte, megabyte, gigabyte, and terabyte. The role of input
devices is to provide data from the user or another source. The most popular
input devices are a keyboard and a mouse. The function of output devices is
to present processed data to the user or to another computer. The most
commonly used output devices are a monitor and a printer. Communications
devices, such as modems and network interface cards, perform both input
and output functions, allowing computers to share information. Storage
devices hold data not currently being used by the CPU. The most common
storage devices are: a floppy disk, a compact disk, a Digital Video Disk.
Software: Bringing the Machine to Life

Programs are electronic instructions that tell the computer how to
accomplish certain tasks. When a computer is using a particular program, it is
said to be running or executing the program. The operating system tells the
computer how to interact with the user and how to use the hardware devices
attached to the computer. Application software tells the computer how to
accomplish tasks that the user requires. Some important kinds of application
software are word processing programs, spreadsheets, database management
software, presentation programs, graphics programs, multimedia applications,
entertainment and education software, Web design tools and Web browsers,
Internet applications, utilities, and networking and communications software.

)
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Vocabulary
1. overview ['ouva’vju:] — 0630p
2. computer system [kom'pju:ta 'sistom] — komnbIOTEpHAA cucTEMa
3. electronic [ilek’tronik] — ssiekTponHbBI
4. device [di'vais] — ycTpoiicTBO
5. to use [ju:z] — IpUMeHATH, UCIIOJIL30BATD
user ['Ju:za] — mosb30BaTENH
useful ['Ju:sful] — mosrezubIn
6. to process [prau’ses] = to manipulate [ma’'nipjuleit] — o6pabdaTeiBaTh
processing [prau’sesip] — obpaboTka
word processing [wa:d prau’sesin] — rekcroBas obpaboTka
7. data ['deito] — nanubIE
8. to convert [kon'va:t] — mpeobpaz3oBbIBaTH
9. complete [kom'pli:t] — mosiHbIT, 3aBepPIIEHHDIA, 3aKOHYEHHBIN
10. to include [ink'lu:d] — BrsHOYaTH B CEbst
11. hardware ['ha:dwes] — anmapartHoe obecrieuenne
12. software ['softwea] — nmporpammuoe obecrneyenme
13. application [,@pli’keifn] — mpnnoskenne
application software [@pli'keifn 'softwed] — npursiagHOEe mporpamMmuOe
obecrieueHne
14. to consist (of) [kon’sist] — cocTosaTs (13)
15. part [pa:t] —ugacTb
16. to know [nau] (knew, known) — 3HaTh
known (as) [noun] —u3BecTHbIN (Kak)
17. set [set] — uabop
18. instruction [in'strak [n] — uHCTPYKIMSA, KOMaH A
19. to control [ken'traul] — ynpaBasaTh, KOHTPOJIMPOBATHL
20. number ['nAmba] — uncyo
21. sound [saund] — 3Byx
22. image ['imid3] — nzobpaskenne
23. inside ['in’said] — BHyTpb, BHYTpPHU
24. machine [ma'[i:n] — mammua, MexaHU3M
25. processor [prau’'sesd] — mporeccop = central processing unit (CPU)
['sentral prau’sesin 'ju:nit] — nenrpasbHbi nporeccop (IIIT)
26. memory ['memari] — namsThb
27. input device ['input di'vais] — yctpoiicTBO BBOJA
28. output device ['autput di'vais] — ycTpoiicTBo BbIBOzA
29. storage ['storid3] — samomuHaroIIee yCTPOMNCTBO
30. function ['fapkfn] = task [ta:sk] = purpose ['pa:pas] — pyurUMA =
3ajZlauya = IieJib, HA3HAYEHNE
31. to divide [di'vaid] — nesnTs
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32

33.
34.
39.
36.
317.
38.
39.
40.
41.
42.
43.

44.
45.
46.
47.
48.
49.
o0.

ol
02

23.

04.

05
o6
o7
08
09
60
61
62
63
64
65
66

. brain [brein] — moar

to hold [hould] (held, held) — xpauuTts (MEGOPMALIIIO)

common ['komn] — o61mit, 0OBIYHBINA, YHUBEPCAJIbHBIN

unit of measure ['ju:nit ov 'me39] — equuNUIa N3MEPEHS

to provide [pra'vaid] — obecreunBaTh

another [9'nAd9] — gpyroii

source [S:S] — MCTOYHUEK

keyboard ['ki:bo:d] — ksraBuatypa

mouse [maus] — MbIIIIb

to present [pri'’zent] — npencraBisATh

communication [ka,mju:ni’keifn] — obmen nuadopmarmeii

network interface card ['netwo:k 'intofeis ka:d] — cereBasa unrepdeiicuas
riaTa

to perform [pa’'fo:m] = to accomplish [o'’komplif] — BemmosHATE
both ... and ... [bouO s&end] —kax ... Tak u ...

to allow [o'lau] — mosBosATH

to share [[€3] — pasnesnaTb, COBMECTHO (KOJIIEKTMBHO) MCIIOJIb30BaTh
currently ['karontli] — B HacTosiee Bpems

floppy disk ['flopi disk] — rnbxmit guck
Digital Video Disk (DVD) ['didzital 'vidiou disk] —1mdppoBoit Bumeomyck
. certain ['sa:tn] — onpegeIEHHBINI
. particular [pa’tikju:la] — ocobwbrit, ocobenunslii, crermgmaecKmii
to run [ran] (ran, run) = to execute ['eksikju:t] — BbmosHATE (Iporpammy,
KOMAaH/Y), YCIIOJIHATD

operating system ['opareitin 'sistom] — onepaionsas cucrema
. to interact ['intorsekt] — B3aumogeiicTBOBaTH
.to attach [d'teet[] — npukpenIATH, TPUCOEAVHATD
. to require [ri'’kwais] — TpeboBaTb
. important [im'po:tant] — BaskHbIL
. kind [kaind] — By, tun
. spreadsheet ['spred/i:t] — asexkTponHas Tabimia

.database management ['deitabeis 'maenadzmont] — ympasiesne naHHBIMUI
g yup

. entertainment [ enta’teinmont] — passieuenne
. education [edju:'keifn] — obpasoBanme
. design tools [di'zain tu:lz] — cpencrBa mpoexkTupoBaHs

. utility [ju:'tiliti] —oGcrysxmBaroras mporpaMmma, ciryskebHas ImporpamMma

.network ['netwa:k] — cetn
networking ['netwa:Kin] — opraamsanus cetu, cosmanmue ceTu, o0beau-
HEHNE B CeTb
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II. Answer the following questions.

. What is a computer?

. What components does a computer system include?

. What is hardware? software? data?

. What does the hardware consist of?

What components of a computer system perform data processing?
. What is the function of memory?

. What are the most common units of measure for memory?
. What task do input devices perform?

. What is the purpose of output devices?

10. What devices perform input and output functions?

11. What function do storage devices perform?

12. What is a program?

13. What is the task of an operating system?

14. What are the examples of application software?

0000 U W~

©

IIL. Tell whether the following statements are true or false.

1. A computer is an electronic device used to process data.

2. To perform processing, the computer uses two components: the
processor and memory.

3. The most common unit of measurement for computer memory is
the bit.

4. Printers and monitors are the most common types of output devices.

. A network interface card can perform both input and output

functions.

. The purpose of storage devices is to hold data.

. Storage and memory are the same thing.

. DVD stands for “Digital Video Device”.

Software is a set of electronic instructions, which allows a computer

to perform a certain task.

10. When a computer is using a program, it is said to be controlling
that program.

11. The operating system is an example of application software.

12. Application software helps people accomplish specific tasks.

1

© oo

IV. Fill in the blanks.

1. A computer is an device used for processing data.

2. A computer system consists of , , people
and data.

3. Software, or , includes for controlling

the computer.
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4. Data is , , and

5. The hardware of a computer consists of , ,

and
6. The units of measure for memory are , , ,
and :
7. Input devices data from the user or another source.
8. Communications devices allow computers information.
9. Programs are electronic that tell the computer how to

accomplish certain tasks.
10. Some important kinds of application software are ,

) ) ) )

V. Choose the right answer.
1. The term (repmusn) “hardware” refers to (0THOCUTCA K) ...
a. the physical parts of the computer.
b. interconnected (B3amMmocBsa3aHHBIE) electronic devices.

c. any part of the computer you can touch (Tporath).
d. all the above.

2. The term “software” refers to ..
a. electronic instructions that allow the computer perform tasks.
b. disks.
c. anything that is not hardware.
d. none of the above.
3. Data consists of ..
a. electronic instructions.

b. raw (cwipele) facts the computer stores and reads.

c. only text.
d. files.

4. Which of the following is not a category of computer hardware?

a. Processor. c. Input and output devices.
b. Data. d. Storage.
5. Which of the following is an example of an input device?
a. Printer. c. Keyboard.
b. Floppy disk. d. All the above.

6. In a computer, what type of device accepts (mpuaumaer) data and
instructions from the user?

a. Output devices. c. Input devices.
b. Storage devices. d. Memory.
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7. The most common storage is ..

a. network interface card.
b. memory.
c. floppy disk.
d. none of the above.
8. Because early (nepsbie) diskettes were thin (Toukue), they came to
be known as ...

a. compact disks.
b. floppy disks.
c. magnetic disks.
d. all the above.

VI. Match each item to the correct statement below.

a. Input device

b. Output device

c. Storage device

d. Communications device
. Modem.

. Network interface card.

. Keyboard.

. Printer.

Digital Video Disk.
Monitor.

DU N

a. Input

b. Output

c. Processing

d. Memory

e. Operating system

7. Devices such as a keyboard and a mouse fall into this category.
8. Transforming raw data into useful information.

9. UNIX.

10. A printer is an example of this type of device.

11. Stores data and programs.
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VII. Speak on the contents of the text using the following chart.

Computer system —> to process data = to convert data into information

Hardware/electronic devices Software/programs Data People
I I | I I I | | |
) - n PN 5
2 & 3% 38 2y o | ]
a £ 2= 55 30 o operating system application software
o Q =3 °38 = > L
ST g5 7 U U
2 . U u U U to tell computer to tell computer how
08 o] %) . . i
°T o o< € _ B -howtointeract with user 0 accomplish user tasks
ol e] 80 7o o= o ®
o TS5 o¢ 3 € 5 - how to use hardware
08 98 52 g£=
T o o= ©5 -] .
o % 2 38 = % 8_% o > e word processing programs
35S ZE %o 25 £% « spreadsheets
2 8 S =& ag 3 25 e database management software
= T :
TTe =R £ © ¢ presentation programs
= ® l/ \L \L i/ e graphics programs
- e multimedia applications
[72] . .
e = ° i a) ¢ entertainment/education software
c 3 S 3 S T o .
S 3 £ 2 8 T g0 e Web design tools
= ko]
> € 28 £9 2gs « Web browsers
v Y— - . .
3% i} g_g e Internet applications
o = peas
£ < c2 o utilities
S e networking/communications software
O]
c

Text 2
Central Processing Unit (CPU)

I. Read and translate the text.

Two components handle processing in a computer: the central
processing unit, or CPU, and the memory. They are located on the
computer's motherboard, the circuit board that connects the CPU to the
other hardware devices.

The CPU, or processor, is the place where data is manipulated. In
a personal computer, the processor usually consists of one or more
microprocessors (sometimes called "chips") which are slivers of silicon or
other material with many tiny electronic circuits. The CPU has two basic
parts: the control unit and the arithmetic logic unit.

The Control Unit

All the computer's resources are managed from the control unit. The
control unit directs the flow of data through the CPU, and to and from
other devices. The CPU's instructions for carrying out commands are

11
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built into the control unit. The instructions, or instruction set, list all the
operations that the CPU can perform. Each instruction in the instruction
set is expressed in microcode — a series of basic directions that tells the
CPU how to execute more complex operations. When the control unit
encounters an instruction that involves arithmetic or logic, it passes that
instruction to the second component of the CPU, the arithmetic logic
unit, or ALU.
The Arithmetic Logic Unit

Because all computer data is stored as numbers, the processing involves
comparing numbers or carrying out mathematical operations. The
computer performs two types of operations: arithmetic operations and
logical operations. Arithmetic operations include addition, subtraction,
multiplication, and division. Logical operations include the following ones:
“equal to”, “not equal to”, “greater than”, or “less than”. The ALU includes
a group of registers — high-speed memory locations in the CPU that are
used to hold the data currently being processed. For example, the control
unit may load two numbers from memory into the registers in the ALU.
Then it may tell the ALU to divide the two numbers (an arithmetic
operation) or to see whether the numbers are equal (a logical operation).

Each time the CPU executes an instruction, it takes a series of steps
that is called a machine cycle. A machine cycle can be broken down into
two smaller cycles: the instruction cycle and the execution cycle. During
the instruction cycle the CPU takes two steps: fetching (the control unit
retrieves, or “fetches”, a command or data from the computer's memory)
and decoding (the control unit breaks down, or decodes, the command
into instructions that correspond to those in the CPU's instruction set).

At this point, the CPU is ready to begin the execution cycle. When
the command is executed, the CPU carries out the instructions in order
by converting them into microcode. The CPU may be required to store
the results of an instruction in memory (but this condition is not always
required).

Vocabulary

1. to handle ['haendl] — onepuposaTs, MmanunyaMposaThb, 06padaTbIBATD
2. to locate [lou’keit] — pacmosaraTs, pasmerarh
to be located — pacnosaratbces, pasmeniaTbesa
. motherboard ['mada’ba:d] — cucremuas miara, MaTepMHCKaA IjIaTa
. circuit board ['sa:kit bo:d] — monTaskuas naara
. to connect [ka'nekt] — coeguuaTh
. chip [tfip] — Murpocxema, KpucTas (IOJYIPOBOSHIKA)
. sliver ['sliva] — 30ecs» nnacTuua
. silicon ['silikan] — kpemumit

0 3O O b W
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14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
20.

26.
27.
28.
29.
30.
31.
32.
33.
34.
39.
36.
317.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.

. tiny ['taini] — KkporeyHbIi
10.
11.
12.
13.

circuit ['sa:kit] — cxema

basic ['beisik] — ocaoBHOIT

control unit [kan'traul 'ju:nit] — ycrporicrso (6J10K) yrpaBieHus
arithmetic logic unit (ALU) [o'riOmoatik 'lodzik 'ju:nit] — apudmeruro-
JOrnm4yecKoe ycTpoicTBo (AJLY)

to manage ['maenidz] — ynpaBisaTs

flow [flou] — moTok (maHHBIX)

through [Oru:] — uepes

to carry out ['kaeri aut] — BBIIOJIHATD

command [ko'ma:nd] — komanzga

to build [bild] (built, built) — cTpouTs, cozmaBaThb

to list [list] — mepeuncaaTb, COCTABIAThL CIIICOK

each [i:tf] — kas b1

to express [iks'pres] — BeipaskaTh

microcode ['maikrokoud] — MukpoxomaHza, MUKPOKOL

a series (of) ['siarias] — psax (uero-i.)

to direct [di'rekt] — HampaBiIsATb, yKas3bIBaTh, IIPEANMCHIBATD
direction [di'rek n] — nanpaBsienne, ykazanue, npeanucaHme
complex ['’kompleks] — caosxHubIit

to encounter [in'’kaunta] — crasmkmBaTbCA

to involve [in'volv] — BkrouaTh B cebs, comeprkaThb

to pass [pa:s] —mepenaBaTh, IPOIIYCKATh

because [bi'’ko:z] — Tak KakK, HOCKOJIbKY

to store [sto:] —xpauuTh, 3aIOMMUHATH

to compare [kom'pea] — cpaBHMBaTH

addition [2'di[n] — cioxkenne

subtraction [sab’traek[n] — Berunranue

multiplication [ maltipli’keifn] — ymuosxernE

division [di'vi3n] — genenne

the following ['folauin] — caegyromee

equal (to) ['i:kwal] — paBubIit (4emy-J1.)

greater (than) ['greita] —6osbie (uem)

less (than) [les] — menbIe (uem)

register ['redzista] — peructp

high-speed ['haispi:d] — BbICOKOCKOpPOCTHOIT

memory location ['memari lou’ke[n] — suelika mamsTn

for example [forig’za:mpl] = for instance [for'instons] — mvamprmep
to load [loud] — zarpysxaThb

whether ['weda] —

step [step] — mar

13
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48.
49.
00.
ol.
02.
03.

04.
29.
6.
0.

58.

to call [ko:l] — maswiBaTH

machine cycle [ma’[i:n 'saikl] — MmammHHbBI UK

to break down [breik 'daun] (broke, broken) — pazdusaThb
instruction cycle [ins'trak[n 'saikl] — komanaHBIA VK
execution cycle [eksi’kju:[n 'saikl] — ncriosHMTEIBHBIT KT
to fetch [fet[] — BbIOMpaTh (KOMaHIY WAV NaHHBIE U3 MAMSTH)
fetching — BBIOOPKa, 3arpy3ka

to retrieve [ri’tri:v] — oTbICKMBaTHL

to correspond (to) [ koris’pond] — coorBercTBOBaTH (YEMYy-JI.)
to be ready ['redi] — 6bITH TOTOBBIM

order ['2:do] — mopaznox

in order — mo mopAIKYy

condition [ken’di[n] — ycsoBue

II. Answer the questions.

1. What components of a computer system handle data processing?

. Where are the memory and the central processing unit located?

. What is the computer’s motherboard?

. What is a microprocessor?

. What are the basic parts of a microprocessor?

What is the function of the control unit?

What does the instruction set include?

. What is a microcode?

9. What two types of operations does the computer perform?

10. What do arithmetic operations include?

11. What logical operations are performed by the ALU?

12. What is the task of registers?

13. What is a machine cycle?

14. What are the parts of a machine cycle?

15. What operations does the CPU perform during the instruction
cycle? execution cycle?

© T U W N

III. Tell whether the following statements are true or false.

1. The CPU’s instruction set tells the computer what operations any
application program can perform.

2. Data is manipulated in memory.

3. In a personal computer, the processor usually consists of one or
more microprocessors.

4. The computer can perform two types of operations: arithmetic
operations and geometric operations.

5. Arithmetic and logical operations are carried out by the CPU’s
arithmetic logic unit.

14



UNIT 1. Computer System

6. The control unit directs the flow of data through the CPU, and to
and from other devices.

7. The CPU’s instructions for carrying out commands are built into
the arithmetic logic unit.

8. Processing is a series of basic directions that tells the CPU how to
execute more complex operations.

9. Addition and subtraction are logical operations.

10. Registers are used to hold the data currently being processed.

11. Arithmetic logic unit performs only logical operations.

12. When the CPU executes an instruction, it takes a series of steps,
called an instruction cycle.

IV. Fill in the blanks.
1. The CPU has two basic parts: the and the

2. When the control unit encounters an instruction that involves
or , it passes the

instruction to the ALU.
3. A machine cycle can be broken down into two smaller steps: the

and the
4. The central processing unit, or CPU, and the memory are located
on .
5. The control unit directs through the CPU.

6. Each instruction in the instruction set is expressed in

7. The processing involves numbers or
mathematical operations.
8. Arithmetic operations include , ,
, and
9. A series of steps the CPU takes is called
10. During the instruction cycle the CPU takes two steps:
and

V. Choose the right answer.
1. Which two components handle processing in a computer?

a. The CPU and the motherboard.

b. The CPU and memory.

c. The CPU and the hard disk (*x€cTkuii a1mck).
d. None of the above.

2. Which of the following manages all the computer’s resources?
a. The control unit. b. The arithmetic logic unit.

15
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c. The memory.
d. The motherboard.

3. Registers are built into the ..

a. motherboard.

b. memory.
c. CPU.
d. none of the above.

4. Which of the following is not a step in a CPU’s machine cycle?

a. Fetching. c. Executing.
b. Decoding. d. Processing.
5. Every logical operation has a(an) ..
a. microcode. c. opposite (IIPOTUBOIIOJIOKHAS).
b. instruction set. d. arithmetic logic unit.
6. Which of the following is not an arithmetic operation?
a. Addition. c. Equal to.
b. Subtraction. d. Division.

7. What operation does the CPU perform during the instruction cycle?

a. Machine cycle. c. Executing.
b. Fetching. d. Storing.

VI. Match each item to the correct statement below.

a. Control unit

b. Arithmetic logic unit
c. Machine cycle

d. Memory

1. Performs math operations.

2. Fetching is the first step.

3. Includes registers.

4. Manages all the computer’s resources.
5. Stores the results of operations.

6. Directs the flow of data.

a. Microcode
b. Microprocessor
c. Register
d. Motherboard
7. Place where the CPU and memory are located.
8. A sliver of silicon or other material with many tiny electronic circuits.
9. Used to hold the data currently being processed.
10. Tells the CPU how to execute more complex operations.

16
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VII. Speak on the contents of the text using the following chart.

Central Processing Unit (CPU) — to handle processing

/\

one or more microprocessors / chips Machine cycle
I |

silicon sliver + electronic circuits , , ! _ !
| instruction cycle  execution cycle

I I
Control unit  Arithmetic logic unit (ALU) /\ U
\Y

‘ N fetching decoding e
3
g 5., reqisters to perform arithmetic U U 5 g
S 3¢ and logical operations S g =i
S
5 29 U £5 : :
o S0 = E c8
2 @®T =) T g ¥ 2 =
2 ®E SO gE g 9 s
3 3¢ c 3 £ °g 52
= = S 9 . = S5 0
c ©6Z GRS addition “equal to” €5 s 3 g2
2 =zo0 g 9 : equalto o2 S < £ B
8 83 %S subtraction  «notequalto” o £ <0 =
= e ; +
% g < T 5 Multiplication “greater than” 3O ¢ E 5%
o iVisi 7 ” = a =
£ 25 3G division less than 8§ ° 3 5
» © 6 < 0 o = 0o
& 9 el 2
O o o
to carry out
commands
Text 3
Memory

I. Read and translate the text.

The CPU contains the basic instructions to operate the computer, but
it cannot store entire programs or large sets of data permanently. It
contains registers which are small areas that can hold only a few bytes at
a time. In addition to registers, the CPU has millions of bytes of space
where it can quickly read or write programs and data in use. This area is
called memory. Physically, memory consists of chips either on the mother-
board or on a small circuit board attached to the motherboard. This
electronic memory allows the CPU to store and retrieve data quickly.

There are two types of memory: read-only memory, or ROM, and
random access memory, or RAM.

Read-only memory (ROM) is nonvolatile (or permanent); it holds instruc-
tions that run the computer when the power is first turned on. ROM contains
a set of start-up instructions, which ensures that the rest of memory is fun-
ctioning properly, checks for hardware devices, and checks for an operating
system on the computer's disk drives. The data in ROM cannot be changed.

17



PART I. COMPUTER BASICS

Random-access memory (RAM) is volatile (read/write, or temporary);
programs and data can be written to and erased from RAM as needed.
The purpose of RAM is to hold programs and data while they are in use.
The more RAM a computer has, the more it can do and the faster it can
perform certain tasks. The CPU accesses each location in memory by
using a unique number called the memory address. A memory address is
a number that indicates a location on the memory chips.

There are two types of RAM: dynamic and static. Dynamic RAM
(DRAM) must be refreshed, or recharged with electricity frequently;
otherwise, it will lose its contents. Static RAM (SRAM) is not refreshed
often and can hold its contents longer than dynamic RAM. SRAM is also
considerably faster than DRAM.

Moving data between RAM and the CPU's registers is one of the
most time-consuming operations a CPU must perform, simply because
RAM is much slower than the CPU. A partial solution to this problem is
to include a cache memory in the CPU. Cache memory is a type of high-
speed memory that contains the most recent data and instructions loaded
by the CPU. The amount of cache memory has a tremendous impact on
the computer's speed.

Vocabulary

. to contain [kan’tein] — comepsxaThb

. to operate ['opareit] — paboraTb

. entire [in'taid] — ieslocTHEBINA, BECh

. permanent ['pa:manaont] — moCTOAHHBI
permanently ['pa:manantli] — mocrosuHO

B~ W N

5. area ['eario] — obsacThb, y4acTOK
6. a few [o'fju:] — HeCcKOMBKO
7. in addition to [in o'difn ta] — B mormosHeHME K, KpOME TOrO
8. space [speis] — mpocTpaHCcTBO, 06J1aCTh
9. either ... or ... ['aido o:] —maut ... usm ..., 6o ... OO ...
10. read-only memory (ROM) [ri:d "aunli 'memari] — rmocrosxHOe 3amoMuHa-

ro1tiee yerporictso (II3Y)
11. random access memory ['reendom 'a&kses ‘'memori] (RAM) — omepa-
TUBHOe 3alloMuHapIlee yctpoicto (O3Y)
dynamic RAM [dai'nemik reem] (DRAM) — mnnammnueckoe O3Y
static RAM ['staetik reem] (SRAM) — cratugeckoe O3Y
12. volatile ['volatail] — sHeprosasucumbIin
nonvolatile [ non'volatail] — sHepronesasucumbIi
13. to run [ran] (ran, run) — 3amyckaTb
14. power ['paud] — MOIIIHOCTD, IUTAHME
15. to turn on ['ta:n 'on] — BKJIOYATH
18
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16.

17.
18.
19.
20.

21.
22.
23.
24.
20.
26.
27.

28.
29.
30.
31.

32.

33.
34.
39.
36.

37.

38.
39.

40.

41.
42.
43.
44.
45.
46.
47.
48.

start-up instructions ['sta:tapins’'trak[nz] — nauasbHBIE MHCTPYKIMH,
KOMaH/IbI

to ensure [in’'[ud] —rapanTMpoBaTh, OOECIIEUNBATD

rest (of) [rest] —ocTasbHass yacTb (4ero-J.)

to function ['fapk[n] — paGoraTs, pyHKIIMOHMPOBATD

proper ['propa] — npaBuJIbHBIA, HAJIEKAIIINIA, TOJFKHBI

properly ['propali] — mpaBusbHO, JOKHBIM 00pa30M, KaK CJIENYeT
to check [tfek] — mpoBepsaTs

disk drive ['disk draiv] — quckoBog

to change [t[eind3] — meHATDH, M3MEHATH

temporary ['temparari] — BpeMeHHBbII1, IPOMEYKY TOUHBIIA

to erase [i'reiz] — ctupaTth

to need [ni:d] —myxgaTbes

fast [fa:st] = quickly ['kwikli] —6s1cTpO

anm. slowly ['slouli] — mensento

to access [o'kses] —umeTs mocTym

unique [ju:'ni:k] — yankaibHbIi7

to indicate ['indikeit] — ykasbiBaTh

to refresh [ri'fre[] — obuoBIATD

to charge [tfa:d3] — 3apsxaTh

to recharge [ri'tfa:d3] — nepesapsizxaTs

frequently ['fri:kwantli] = often ['ofn] —gacTo

otherwise ['Ad0awaiz] — B mpoTMBHOM cirydae

to lose [lu:z] (lost, lost) — TepsTh

contents ['kontents] — cogepskanue, comepruMoe

considerable [kon’sidorabl] — sHaunTenbHbII

considerably [kon’sidorabli] — sHaunTeNnbHO

to move [mu:v] — nepemeriats(cs), mepechLIaTh

time-consuming ['taimkon’sju:min] — 3abuparoninii MHOTO BpeMeHH,
TPYLOEMKNIL

simple ['simpl] — mpocToit

simply ['simpli] — mpocTo

partial ['pa:[l] — vacTmunbIi

solution (to) [so'lu:[n] — perrenne (gero-i.)

cache memory ['kae[ 'memari] — kaiI-namsarsb

speed [spi:d] — ckopocTh

recent ['ri:snt] — mocsegHMIA, HemaBHMIL

amount [9'maunt] — kosanuecTBO

to have an impact (on) [haev on 'impakt]| —umers, okasbiBaTh BimsHME (HA)
tremendous [tra’'mendas] — orpomHubIi
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PART I. COMPUTER BASICS

II. Ans
1.

O DU W N

9.
10.
11.
12.
13.
14.

wer the following questions.
What is memory?

. What does memory consist of?
. What types of memory are there?

Which type of memory is permanent? temporary?

. What does the term “non-volatile” mean?

What are the functions of ROM instructions?

. Can the data in random access memory be changed?

What is the purpose of RAM?

How does the amount of RAM affect the computer’s speed?
How does the CPU access memory locations?

What is a memory address?

What are the types of RAM?

What is the difference between these two types?

What do you know about cache memory?

IIL. Tell whether the following statements are true or false.

1.
2.

N O O b W

o

The CPU can hold large amounts of data permanently.
Memory consists of chips on the motherboard or on a small circuit
board.

. The data in ROM can be changed.

. The amount of ROM has an impact on the computer’s speed.

. ROM is a form of cache memory.

. RAM stands for “readable access memory”.

. If a memory chip loses its contents when the computer’s power is

turned off, the type of memory is said to be volatile.

. More RAM can make a computer run faster.

9. A memory address is a number that indicates a location on

10.

11.
12.

a memory chip, and helps the CPU locate data in memory.
Dynamic RAM chips do not need to be recharged with electricity
very often, and can hold their contents longer than static RAM
chips.

Static RAM is faster than dynamic RAM.

Cache memory is a type of high-speed memory that contains the
most recent data.

IV. Fill in the blanks.

1.
2.

3.

Memory allows the CPU to and data quickly.
A set of start-up instructions in ROM checks for and
for on the computer's disk drives.

Because RAM is , 1t needs a constant supply of
power.
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UNIT 1. Computer System

4. Memory that can be instantly changed is called, or

5. The purpose of RAM is to programs and data while they
are in use.

6. The RAM a computer has, the it can do and
the it can perform certain tasks.

7. A is a number that indicates a location on the memory
chips.

8. Dynamic RAM (DRAM) must be , or recharged with
electricity frequently.

9. Static RAM can hold its longer than dynamic RAM.

10. Cache memory is a type of memory that contains the

most recent data and instructions loaded by the CPU.

V. Choose the right answer.
1. Registers are built into the ..

a. motherboard.
b. RAM.
c. CPU.

d. none of the above.
2. Another term for “random access memory” is ..

a. read-only memory.
b. storage.

c. short-term memory.
d. read/write memory.

3. In this type of memory chip, data cannot be changed.

a. Volatile.
b. Nonvolatile.

c. Random access memory.
d. All the above.

4. This type of RAM stores data even when the power is turned off.

a. SRAM.

b. DRAM.

c. ROM.

d. All the above.

5. In this type of memory programs and data can be written to and
erased from as needed.

a. Read/write memory.
b. Read-only memory.
21
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c. Cache memory.
d. All the above.

6. This type of memory must be refreshed frequently.

a. SRAM.
b. DRAM.
c. ROM.
d. RAM.

7. The amount of this type of memory has an impact on the computer’s
speed.

a. Cache memory.

b. Non-volatile memory.
c. ROM.

d. All the above.

8. This type of memory holds programs and data while they are in use.

a. ROM.

b. Non-volatile.
c. RAM.

d. All the above.

VI. Match each item to the correct statement below.

a. Memory

b. RAM

c. ROM

d. Cache memory

1. Described as volatile.

2. Randomly accessed space.

3. The more, the better.

4. Stores start-up instructions.

5. Stores programs and data in use.
6. Described as non-volatile.

a. Volatile

b. Non-volatile
c. SRAM

d. DRAM

7. Holds its contents longer.

8. Slower type of random access memory.

9. Loses its contents when the power is turned off.
10. Read-only memory belongs to this type.
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VII. Speak on the contents of the text using the following chart.
Memory = to store data

chips on motherboard/circuit board

Read-only Random-access Cache
memory (ROM) memory (RAM) memory
| U | U |
= > iah-
3 § = 5 ® high-speed o
S 02 13 o 2 memory 3
U) S
E 5§32 £ E U 33
T 2 @© .S Il o) 7 - o=
0 22T g > S o O3
= £T 5 = c E_35 v @
© QT o S © i o~ 8_
o S5 < o © = T LS T &
> &= a (@)} S oo c
1 S 0T o o c o £
S  Tx3 I < 5 8 =
T o [ e o ®
£ 0 L <
g9 S E
[ ] [
| |
Dynamic RAM (DRAM) Static RAM (SRAM)
| |
refreshed often=recharged e not refreshed often
with electricity e to hold contents longer

o faster



PART I. COMPUTER BASICS
UNIT 2. Programming

Text 4
Creating Computer Programs

I. Read and translate the text.

A computer program is a set of commands that tell the CPU what to
do. Software may contain only an executable program file, or it may
have several other supporting files such as dynamic link libraries,
initialization files, and help files.

An executable file (EXE) is the part of a program that sends commands
to the processor that executes the commands in the file. In fact, when
you run a program, you are running the executable file. A dynamic link
library (DLL) is a partial EXE file, it contains a part of an executable
program and does not run on its own; its commands are accessed by
another running program. These files allow programmers to break large
programs into small components; it makes the entire program easier to
upgrade. DLL files can also be shared by several programs at one time.
This feature makes them efficient for program storage. An initialization
file (INI) contains configuration information, such as the size and starting
point of a window, the color of the background, the user's name, and so
on. Initialization files help programs start running or contain information
that programs can use as they run. Although initializing files are still in
use, many newer programs now store user preferences and other program
variables in the Windows Registry. By including a help file (HLP), pro-
grammers can provide the user with PC-based help.

To create a program, using a programming language a programmer
creates source code, which is compiled or interpreted to create object
code that the computer can understand. Object code, also known as
machine code, is the binary language file that tells the CPU what to do.

When you launch a program, the computer begins reading and
carrying out its statements. The order in which program statements are
executed is called program flow control. When mapping a program,
a programmer creates a flowchart. The steps represented in a flowchart
are called an algorithm and usually lead to some desired result.

To perform certain tasks, the actual programming process uses
variables and functions. Variables are placeholders for data being processed
(e.g. variable Age). Functions, or mini-algorithms, are discrete sets of
codes used to perform one task like finding the square root of a number
or the average of a set of numbers.
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O© 00 03O O v W DN+

19.
20.
21.
22.
23.
24.
20.
26.

27.
28.
29.

30.
31.
32.
33.
34.
39.
36.

Vocabulary

. to create [kri:'eit] — cozmaBaThb

. to tell [tel] (told, told) — coobiiaTs

. several ['sevaral] — HeckosbKO

. other ['Ad9] — npyroii

. to support [s3'po:t] — moggep:xkMBaTH

. executable file (EXE) ['eksikju:tabl fail] — ucrronusemsbrin daiin

. to send [send] (sent, sent) —oTIpaBIATb, IIOCHLIATH

. in fact [in'faekt] — parxTmueckn

. dynamic link library (DLL) [dai'naemik lipk 'laibrori] — nuanammueckn

IIoJKJIo4UaeMasa OmuOJamoTeKa

. on one’s own [ON WANZ 'aun] — caMOCTOATEJBHO
11.
12.
13.
14.
15.
16.
17.
18.

easy ['1:zi] — nérxmii

to upgrade ['Ap’greid] — mosepHM3UPOBATD, YCOBEPIIIEHCTBOBATD
feature ['fi:t[a] — ocobenHOCTD, MIPUBHAK, CBOICTBO

efficient [i'fifont] — adpcperTmBHBI

storage ['sto:rid3] — xpauenne, 3anomnHaHue

initialization file (INI) [inifali'zeifn fail] — chasin munIManM3anMn

size [saiz] — pasmep

to start [sta:t] — HaumHaTH

starting point ['sta:tip point] — HauasbHASA TOYKA, HAYAJBHBIA [IYHKT
window ['windau] — okuoO

color ['kala] — et

background ['baekgraund] — cpon

and so on [ond sou 'on] —u Tomy momoGHOE

still [stil] —Bcé emié, moxa

preference ['preforans] — nmpeamourenne; 30ech HaCTPOIKA

variable ['veariobl] — mepemennas

Windows Registry ['windouz 'redzistri] — cucremublii peectp, daiis cuc-
TEMHOTO peecTpa

help file ['help fail] — cpaitn cupasor

to base [beis] — ocHoBBIBATHL

programming language ['prougraemin 'lengwidz] — si3pix mporpammm-
poBaHMs

source code ['so:s koud] —mexogubIi KoM, MCXOLHBIN TEKCT (IPOTrPaMMbI)
to compile [kam'pail] — KommmaMpoBaTh, TPaHCIAMPOBATH

to interpret [in’ta:prit] — mepeBoguTH

object code ['obdzikt koud] — o6 bekTHBIN KoM, 00BEKTHAS IIPOrpaMma
to understand [ Anda’steend] (understood, understood) — moanmaThb
binary ['bainori] — gBoMYHBI

to launch [lo:nt[] — 3amyckaTs
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317.
38.
39.

40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
00.

statement ['steitmont] — yTBepskIeHne, BbICKa3bIBAHNE

flow control [flou kan'troul] — ynipaBienne xomom mporpamMmmbl
to map [ma&p] — HaHOCUTH Ha KapTy, COCTABJATH KAPTy UJIM CXEMY,
oToOpaskaTh B BUJE KapThl

flowchart ['floutfa:t] — 6iok-cxema

to represent [repri'zent] — npexcraBisaTh

to lead [li:d] (led, led) (to) —npuBomuTE (K)

desired [di'zaiod] — sxenaemblii

actual ['&ktjusl] — harTmuecknii

placeholder ['pleis’hoaulda] — meTra-3anomunTesNDL

age [eid3] — Boapacrt

discrete [dis’kri:t] — muckpeTHbIi

to find [faind] (found, found) —HaxomuTHL

square root ['skwea ru:t] — kBagpaTHBII KOpEeHb

average ['@vearidz] — cpemumi

II. Answer the questions.

1. What is a computer program?

What types of files can a program contain?

What is an executable file?

What is a dynamic link library?

. What feature makes DLL files efficient for program storage?
What information do initialization files contain?

What information is stored in the Windows Registry?

What is the purpose of help files?

9. What tasks does a programmer perform to create a program?
10. What is a machine code?

11. What is called program flow control?

12. What does a programmer create when mapping a program?
13. What is an algorithm?

14. What is called a variable? a function?

© N oY

III. Tell whether the following statements are true or false.

1. A computer program is a set of instructions or statements that is
carried out by the computer’s RAM.

2. Software may contain not only an executable program file, but
also have several other supporting files.

3. An executable file provides the user with PC-based help.

4. A DLL is a complete, fully functioning executable program file.

5. DLL files can also be shared by several programs at one time.
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6. A help file contains information about the size and starting point
of a window, the color of the background, the user's name.

7. Programmers use tools that convert their human-language
instructions into codes that computers can understand.

8. Using a flowchart, you can depict (n306pas3uts) any step-by-step
process, regardless of (HezaBucumo) the desired result.

9. The steps in a flowchart represent an algorithm.

10. When writing a program, the programmer’s first step is to create
a source code.

11. Although it is possible for programmers to write programs in
machine code, it is more practical to use special tools called pro-
gramming languages, to write programs.

12. Programming process can use variables and functions.

IV. Fill in the blanks.

1. When you run a program, you are running its file.
2. A (an) file is a partial EXE file.
3. files can help the programs start running or contain

information that programs can use as they run.

4. By including a help file (HLP), programmers can provide the user
with

5. When mapping a program, a programmer creates a (an)

6. also known as machine code, is the binary language file
that tells the CPU what to do.

7. is the order in which program statements are executed.

8. The steps represented in a flowchart are called

9. A (an) is a placeholder for data being processed.

10. Discrete sets of code used to perform one task are , Or

mini-algorithms.

V. Choose the right answer.

1. Which of the following types of files actually sends commands to
the processor?

a. EXE. c. INL
b. DLL. d. HLP.
2. Which of the following types of files contains configuration
information?
a. EXE. c. INL
b. DLL. d. HLP.
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3. To be understood by the computer’s hardware, program instructions
must be formatted as ..

a. programming language. c. object language.
b. machine language. d. source language.
4. A programming language enables the programmer to create a de-

scription (onmucanue) of a program, and save the description in a file.
The resulting description is called ..

a. source code. c. object code.
b. machine code. d. compiler code.
5. Before it can be run on a computer, source code must be converted
into ...
a. compiler code. c. interpreter code.
b. assembler code. d. machine code.

6. The order in which program statements are executed is called ..

a. flowchart. c. program control flow.
b. structure. d. algorithm.

7. An algorithm is a set of steps that always ..

a. leads to a solution. c. runs the program.
b. looks the same in a flowchart. d. none of the above.

8. To perform certain tasks, the actual programming process uses...

a. variables. c. all the above.
b. HLP files. d. none of the above.

VI. Match each item to the correct statement below.

a. EXE file c. INT file
b. DLL file d. HLP file

. Can be shared by several programs.
. Stores configuration information.
. Sends commands to the processor.
. Newer programs use Windows Registry instead of this.
. A partial EXE file.
. When you run a program, you are running this.
. Provides PC-based help.
8. Allows programmers to break large programs into small components.
a. Source code c. Algorithm
b. Object code d. Program control flow
9. A description of a program.
10. The contents of an executable file.
11. Order of execution.

] O Ol b W DN
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12. A set of steps that always leads to a solution.
13. The same whether done by a PC or by hand.
14. Can be depicted by a flowchart.

VII. Speak on the contents of the text using the following chart.

Computer program —> to tell CPU what to do

- |
| | | 1
set of when when when when performing
commands creating: launching: mapping: tasks:
| l . .
programming U flowchart ~ varable function=
language to read and carry ‘ =minialgorithm
| out statements U 5
- 0
source code c — 920~ =0 @ =
_ SE 3588 255,83
S, o2 c = s0$8< 8caoe=
- - - 25§ 68 9298 gELE,
into object/machine o535 GE) o 0889 2&5%ex
code=binary language 27T § & S S85L °F &= 32
2355 % gl Qo ?
H_? () o 7]
to tell CPU what to do
| . | . . . ol .| . | .
executable file dynamic link initialization help file
(EXE) library file (DLL) file (INI) (HLP)
to send commands e to contain a part ¢ t0 contain configuration to provide user
to processor of executable program information (size of window,  with PC-based
e to break programs color of background, help
into components user’'s name)
¢ to be shared by several e to help programs start
programs at one time running
¢ to contain information
for programs

Text 5
Structured and Object-Oriented Programming

I. Read and translate the text.

Structured Programming

Structured programming evolved in the 1960s and 1970s. The name
refers to the practice of building programs using a set of well-defined
structures:

Sequence structure defines the default control flow in a program. This
structure is built into programming languages. A computer executes lines
of code in the order in which they are written. It is possible, as a result of
a conditional statement or a function call, that the flow may have the
option of going in one of several different directions.
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Selection structures are built around the conditional statements. If
the conditional statement is true, certain lines of code are executed.
If the conditional statement is false, those lines of code are not executed.

Repetition structures (or looping structures) use the loops. In
a repetition structure, the program checks a conditional statement and
executes a loop based on the condition. If the condition is true, then
a block of one or more commands is repeated until the condition is false.
Object-Oriented Programming

In the 1980s object-oriented programming (OOP) was developed. Many
programmers claim that an object orientation is a natural way of thinking
about the world and it makes programs simpler and programming faster.

Concepts of object-oriented programming are objects and classes. OOP
enhances structured programming. Objects are composed of structured
program pieces, and the logic of manipulating objects is also structured.
Every object has attributes and functions and may contain other objects.
For example, the car object has attributes (color, size, shape, top speed),
functions (moves forward, moves backward, opens its windows) and may
encapsulate other objects (tires, chassis, motor) with their own attributes
and functions.

All objects belong to classes. A class consists of attributes and functions
shared by more than one object. All cars, for example, have a steering
wheel and four tires. All cars can drive forward, reverse, park, and
accelerate. Class attributes are called data members, and class functions
are represented as member functions or methods.

Classes can be divided into subclasses. The car class, for example,
could have a luxury sedan class, a sports car class, and an economy car
class. Subclasses typically have all the attributes and methods of the
parent class. Every sports car, for example, has a steering wheel and can
drive forward. This phenomenon is called class inheritance. In addition to
inherited characteristics, subclasses have unique characteristics of their
own (fuel economy, trunk space, appearance).

When an object is created, it automatically has all the attributes and
methods associated with that class. In the language of OOP, objects are
instantiated (created).

Objects do not typically perform behaviors spontaneously. A car,
for example, cannot move forward and backward at the same time or
drive forward spontaneously. You send a signal to the car to move
forward by pressing on the accelerator. Likewise, in OOP, messages are
sent to objects, requesting them to perform a specific function. Part of
designing a program is to identify the flow of sending and receiving
messages among the objects.
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17
18
19
20
21

22.
23.
24.

20.
26.
217.
28.
29.
30.
31.
32.

Vocabulary

. to structure ['strakt[a] — cTpykTypupoBaTh

structured programming ['strakt[od ‘prougraeemin] — crpyxTypHOE mpO-
rpaMMMpPOBaHNE

. object ['obdzikt] — 06 BeKT

object-oriented programming (OOP) ['obdzikt 'o:rientid "prougraemin)]
— O0BEKTHO-OPMEHTUPOBAaHHOE IIPOrpaMMIpPOBaHMe
to evolve [1'volv] — BoBHUKaTD, MOSBJISATHCS

. to refer (to) [ri'fa:] —umeTs oTHOIIEHME, OTHOCUTBCA (K W.~JI.)

. default [di'fo:lt] — ucrosnb3yembIit 110 ymor4aHIIO

. control flow [kon'traul flou] — ynpasasromas sormka (mporpammbi)

. line [lain] — cTpoxka

. possible ['posabl] — BoamoskHBII

. conditional statement [kon'difonl 'steitmant] — ycsoBHOe yTBep:KIE-

Hle, YCJIOBHBIN OIlepaTop

. function call ['fapk[n ko:l] — Bb130B oyHKIMM, OOpalieHne K (PyHKIMM
11.
12.
13.
14.
15.
16.

option ['op/n] — omua

different ['difront] — pasnuunbiit, pasHbIii

selection [so’lek[n] — BrIGOP, 0TGOP

true [tru:] — ucTUHHBIIA

false [fo:ls] — sosxmBI

to repeat [ri'pi:t] — moBTOPATH

repetition [ repi'tifn] — moBropenne

loop [lu:p] — 1men

to become [bi’kam] (became, become) — cTaHOBUTBLCA
concept ['konsept] — mousiTue

to enhance [in’ha:ns] — pacinpsaTs, coBepIIIeHCTBOBATD
to compose [kam'pauz] — cocraBisaTh

to be composed (of) —ObITH cOCcTaBJEHHBIM, COCTOATH (13)
attribute ['@tribju:t] —aTpmbyT, cBoMCTBO, XapaKTEPUCTUKA
top speed [top spi:d] — makcumasIbHAS CKOPOCTD

forward ['fo:wad] — Bepén

backward ['baekwad] —naszaz

to encapsulate [in'kaepsju:leit] — sakmouaTs B cebe, BKIOYATL B cebs
tire ['taia] — mmHa, MOKpPBIIIIKA

chassis ['[aesi:] — macen

motor ['mo:t3] — qBUraTes b

to belong (to) [bi'lon] —npunannexats (4.-i1.)

steering wheel ['stiarin wi:l] — pysieBoe koseco

to drive [draiv] (drove, driven) — exaTb

reverse [ri'va:s] — oOpaTHBI, B 00paTHOM HaIlpaBJIEHUN
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33. to accelerate [ok’seloreit] — yBesmunBaTh CKOPOCTH

accelerator [ok'seloreito] —megasns aJs rasa

. member ['memba] — uneH, sjemenT HaboOpa, SJIEMEHT MHOMKECTBa
. luxury ['lak[ari] — pockorb

. parent ['pearant] — poguTesbCKNI, TOPOIK QIO

. to inherit [in'herit] — mHacsemoBaTh

inheritance [in'heritons] — mHacaemosanme

34
39
36
37

38.
39.
40.
41.
42.
43.
44.
45.

to instantiate [ins't@entieit] — cozmaBaTh SK3EMILIAP

behavior [bi'heivja] — moBeenne, auums noBepenus:; 30ect neicTBUE
spontaneously [span’teinjosli] — criorTaHHO, CaMOIIPOM3BOJIBLHO

to press [pres] — Ha’KMMaTh, HAJABJINBATD

likewise ['laikwaiz] — momo0HO, Tak 2Ke, TaKMM e 00pazom

message ['mesid3] — coobiienne, repegaBaemMblii 6JI0K MHPOPMALUN
to request [ri’kwest] — zanpammsars

to identify [ai’dentifai] — upmenTudnuIpoBaTs, pacrosuasaThb

II. Answer the questions.

1.

> N

< IES L

9.
10.
11.
12.
13.
14.

What is structured programming?

. What are the three structures used in structured programming?
. How does sequence structure work?
. What is the difference between selection structure and repetition

structure?

. When was object-oriented programming developed?
. What are the basic concepts of object-oriented programming?
. What is an object made up of?

What is an object characterized by?

Give an example of an object and its attributes and functions.
What does a class consist of?

What are class attributes and functions called?

Give an example of a subclass.

What is meant by class inheritance?

How do objects perform functions in object-oriented programming?

III. Tell whether the following statements are true or false.

1

2.
3.
4.

There are three basic structures used in structured programming.
Sequence structure defines the default control flow in a program.
Sequence structure and selection structure are similar.

With selection structure, if the condition is true, then a block of
one or more commands is repeated until the condition is false.

. With the repetition structure, the program checks a conditional

statement and executes a loop based on the condition.

. Object-oriented programming was developed in the 1970s.
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7. With the OOP programming becomes faster.

8. The basic concepts of object-oriented programming are objects, classes
and structures.

9. Every object in OOP may encapsulate other objects.

10. All objects belong to subclasses.

11. Class inheritance means that subclasses of objects typically have
all the attributes and methods of the parent class.

12. In OOP, messages are sent to objects for them to perform a specific
function.

IV. Fill in the blanks.

1. , and are used in struc-
tured programming.

2. Selection structures are built around

3. In a repetition structure, the program a conditional
statement and a loop based on the condition.
4. The acronym “OOP” stands for

5. With the object-oriented programming programs become
and programming becomes

6. A(an) is a component of an object’s overall
description.

7. Class attributes are called , and class functions are
represented as

8. Subclasses have and
characteristics.

9. In the language of OOP, objects are

10. Objects send to one another, to make requests.

V. Choose the right answer.

1. With this structure, if the condition is true, then a block of one or
more commands is repeated until the condition is false.
a. Selection structure. c. Sequence structure.
b. Repetition structure. d. All the above.

2. In structured programming selection structures rely (mosararorcs)
on the use of ..

a. conditional statements. c. functions.
b. loops. d. objects.
3. The basic concepts of object-oriented programming are ...
a. classes. c. none of the above.
b. objects. d. all the above.
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VL

4. In object-oriented programming attributes and functions define
a (an) ..

a. object. c. class.
b. statement. d. subclass.
5. In object-oriented programming the term “encapsulate” means..
a. contain. c. evolve.
b. enhance. d. none of the above.

6. Objects can share attributes and functions. Taken together, these
shared attributes and functions constutute (cocTaBisAmT) a ...

a. class. c. member.

b. message. d. condition.
7. All objects belong to ..

a. members. c. messages.

b. classes. d. statements.

8. In the language of object-oriented programming the term “instan-
tiate” means ..

a. send. c. create.
b. inherit. d. include.

Match each item to the correct statement below.
a. Structured programming

b. Object-oriented programming

c. Sequence structure

d. Selection structure

. Uses attributes and functions.

. Controls program flow in three ways.

. Built around the conditional statements.
Built into programming languages.
Earlier development.

Makes programming faster.

a. Classes

b. Subclasses

c. Data members

d. Data functions

7. Have all the attributes and methods of the parent class.

8. Objects belong to them.

9. Class attributes are referred to them.

10. Class functions are called so.

11. Have both inherited and unique characteristics.

12. Consist of attributes and functions shared by more than one object.

> Ul W N
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VII. Speak on the contents of the text using the following chart.

Structured and Object-Oriented Programming (OOP)
| T~
to use well-defined to use idea of an object orientation as
structure natural way of thinking about the world

sequence selection repetition _' |
objects <—— messages class

structure structure structure | U
default conditional loops ~ P'O9r@aM PIECES 5 raquesting
control  statements to perform
wn wn .
flow | g 5 3 a function
subclasses 2 © 3 | |
_ N T 2 © attributes=  functions=
attributes functions = data = member
members functions
f parent cl
of parent class N
U of more than one object
class inheritance

Text 6
Programming Languages

I. Read and translate the text.

Programming is a way of sending instructions to the computer. To
create these instructions, programmers use programming languages to
create source code, and the source code is then converted into machine
(or object) code, the only language that a computer understands. People,
however, have difficulty understanding machine code. As a result, first
assembly languages and then higher-level languages were developed.
Programming languages require that information be provided in a certain
order and structure, that symbols be used, and sometimes even that
punctuation be used. These rules are called the syntax of the programming
language, and they vary a great deal from one language to another.
Categories of Languages

Based on evolutionary history, programming languages fall into one
of the following three broad categories:

Machine Languages. Machine languages consist of the 0s and 1s of
the binary number system and are defined by hardware design. A com-
puter understands only its machine language — the commands in its
instruction set that instruct the computer to perform elementary operations
such as loading, storing, adding, and subtracting.
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Assembly Languages. These languages were developed by using
English-like mnemonics. Programmers worked in text editors to create
their source files. To convert the source files into object code, researchers
created translator programs called assemblers. Assembly languages are
still much easier to use than machine language.

Higher-Level Languages. These languages use syntax that is close to
human language, they use familiar words instead of communicating in
digits. To express computer operations, they use operators, such as the
plus or minus sign, that are the familiar components of mathematics. As
a result, reading, writing, and understanding computer programs is easier.

Machine languages are considered first-generation languages, and
assembly languages are considered second-generation languages. The
higher-level languages began with the third generation. Third-generation
languages (3GLs) can support structured programming, use true English-
like phrasing, make it easier for programmers to share in the development
of programs. Besides, they are portable, that is, you can put the source
code and a compiler or interpreter on practically any computer and create
working object code. Some of the third-generation languages include the
following: FORTRAN, COBOL, BASIC, Pascal, C, C++, Java, ActiveX.

Fourth-generation languages (4GLs) use either a text environment,
much like a 3GL, or a visual environment. In the text environment, the
programmer uses English-like words when generating source code. In
a 4GL visual environment, the programmer uses a toolbar to drag and
drop various items like buttons, labels, and text boxes to create a visual
definition of an application. Many 4GLs are database-aware; that is, you
can build programs with a 4GL that work as front end (an interface that
hides much of the program from the user) to databases. Programmers
can also use 4GLs to develop prototypes of an application quickly. Some
of the fourth-generation languages are Visual Basic and Visual Age.

A 5GL would use artificial intelligence to create software based on
your description of what the software should do.

Vocabulary

1. as a result [ozari'zAlt] — B pesysbrare

2. assembly language [o'sembli 'lengwidz] — a3eik accembiepa

3. higher-level language ['haio’levl’'laegwid3] — s3Ik Gostee BBICOKOrO ypOBHS,
BbICOKOYPOBHEBBIN S3bIK

4. punctuation [ papktju’eifn] — nyurTyaums

5.syntax ['sintaeks] — curTaKkcuc, cMHTAKTHUYECKaA CTPYKTypa

6.to vary ['veari] — orsmmyaTbCA
various ['vearias] — pasimaHbIin
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7.
8.
9.

10
11
12
13

14.

15

33.

34.
39.
36.
317.
38.
39.
40.
41.
42.
43.
44.
45.

a great deal [o'greit di:l]] — ouens, cuibHO

evolutionary [ i:va'lu:nari] — sBoIOIMOHHBI

to fall [fo:l] (fell, fallen) (into) — pacnagaTbes (Ha d.-J1.)
broad [bro:d] — obmmii, mmpoxmii

. binary number system ['bainari 'namba 'sistom] —cucrema ABOMYHBIX YMCEJT

mnemonics [ni:'moniks] — MmEeMOHMKa, CMMBOJIMKA
text editor ['tekst ‘edita] — TekcTOBBII pemakTOp
researcher [ri’sa:t[a] — ncciegoBaresnnb

. translator program [traens’leita 'prougraem] —rpaHcanpyroIas mporpaMmma
16.
17.
18.
19.
20.
21.
22.
23.
24.
295.
26.
217.
28.
29.
30.
31.
32.

close (to) [klous] — 6mmsKmit (uemy-J1.)

human ["hju:man] — vesoBeuyeckmii

familiar [fo'milia] — 3HaKOMBII

instead (of) [ins’'ted] — BmecTO (4.-i1.)

to communicate [ka'mju:nikeit] — o6mennBaTbCA MHMpOPMAaLMIET
digit ['didzit] — ogHOpaspsaHOE YUMCIIO

plus [plas] — maroc

minus ['mainas] — munyc

sign [sain] — 3HaK

to consider [kon’sido] — cunrars, paccmaTpuBaTh

generation [ d3ena’reifn] — nokonenne

to begin [bi’gin] (began, begun) — maunsaTh

phrasing ['freizip] —BeIpaskenne, 060pPOT, CMHTAKCUYECKAA KOHCTPYKINSA
besides [bi’'saidz] — kpome Toro

portable ['po:tabl] — mammHOHE3aBMCUMBIN, MOOUJIBHBII, [T€PEHOCUMBII
that is ['daetiz] — To ecTb

to compile [kom'pail] — KommmanpoBaTh, TpaHCAMPOBATH

compiler [kom’'pails] — kommMIATOP, KOMIMIMPYOLIASA IPOrpaMMa
to interpret [in'ta:prit] — mHTEpIIPETUPOBATE, ITEPEBOAUTE
interpreter [in'ta:prits] — mHTEpPIPETATOD, MHTEPIIPETUPYIOLIAS ITPOrPaMMa
environment [in'vaisronmont] — cpeza

visual ['vizju:al] — Bu3yaJibHBIA, 3PUTEIILHBI

toolbar ['tu:lba:] — maness MHCTPYMEHTOB

to drag and drop ['draegen’drop] — neperammrs

item ['aitom] — ssremenT

button ['batn] — kHONKA

label ['leibl] — meTka, ApJIBIK

text box ['tekst boks] — rekcToBoe moJie

definition [ defi'nifn] — onpenenenne, onmcaumne

aware [9'wWea] — ocBeIOMJIEHHBI

front end ['frant end] — Baentamit naTEpPdETic

to hide [haid] — ckpbiBaTh
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46. prototype ['proautataip] — makeT, IpOTOTHUIT
47. artificial intelligence [a:ti'fifal in'telidzons] —ucKyccTBeHHBII MHTEIEKT
48. description [dis'krip/n] — onmcaune

II. Answer the questions.
1. What is programming?
. How are instructions created?
. What is called the syntax of the programming language?
. What are the categories of programming languages?
. What is a machine language?
. What is the difference between machine language and assembly
language?
. What is a translator program?
. Why is programming in higher-level languages easier than in ma-
chine and assembly languages?
9. What languages are considered first- and second-generation lan-
guages?
10. What are third-generation languages characterized by?
11. Give the names of third-generation languages.
12. What types of environment are used with fourth-generation lan-
guages?
13. Give the names of some fourth-generation languages.
14. What would fifth-generation languages be characterized by?

S O = W N
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III. Tell whether the following statements are true or false.

1. Assembly-languages and higher-level languages were developed
because people have difficulty understanding machine code.

2. Programming languages require the programmer to follow rules
of syntax.

3. Compilers and interpreters can correct (ucripaBaars) the program-
mer’s syntax errors when creating object code.

4. Programming languages are usually grouped by their place in the
evolution of programming languages.

5. Machine languages are the most advanced of all programming
languages.

6. Machine languages and assembly languages are both considered
first-generation programming languages.

7. Assembly languages are based on binary number system.

8. Third-generation languages use a visual environment.

9. Third-generation languages are highly portable.
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10. Because they are more complex and sophisticated, fourth-generation
languages are considerably more difficult to use than third-
generation languages.

11. One benefit of fourth-generation languages is their ability (cmo-
cobHocTh) to generate prototype applications quickly.

12. Visual Basic lets programmers create applications only in a text
environment.

IV. Fill in the blanks.

1. Many programming languages follow a set of rules called

2. Programming languages fall into
and

3. Machine languages are defined by design.

4. A computer understands only its machine language and performs
elementary operations such as

) )

and
5. languages were developed by using English-
like mnemonics for commonly used strings (ctpoka) of machine
language.
6. are used for converting the source files into object
code.
7. The term means that you can put the source

code and a compiler or interpreter on practically any computer
and create working object code.

8. Fourth-generation languages use either a

environment or a environment.
9. Examples of fourth-generation languages are and
10. A(n) is an interface to a program that hides much

of the program from the user.

V. Choose the right answer.
1. To create source code, programmer use ..
a. programming languages.
b. object code.
c. compilers.
d. interpreters.

2. A programming language’s syntax rules may require that ..
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a. information is provided in a certain order.
b. symbols are used.

c. punctuation is used.

d. all the above.

3.Which of the following is not a major category of programming
languages?
a. Machine languages.
b. Assembly languages.
c. Lower-level languages.
d. Higher-level languages.
4. Machine languages are defined by ..
a. hardware design.
b. portability.
c. compilers.
d. syntax.
5.Which of the following is closest to human language?
a. Machine languages.
b. Assembly languages.
c. Higher-level languages.
d. All are similar to human language.
6. Which of the following is not a category of higher-level languages?
a. Third-generation languages.
b. Fourth-generation languages.
c. Fifth-generation languages.
d. Sixth-generation languages.
7. Which of the following is considered to be a second-generation pro-
gramming language?
a. Machine language.
b. Assembly language.
c. Higher-level language.
d. None of the above.
8. Which type of language was the first to use true English-style
phrasing?
a. First-generation language.
b. Second-generation language.
c. Third-generation language.
d. Fourth-generation language.
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VI. Match each item to the correct statement below.

© NS U W

9.

a. Machine languages

b. Assembly languages

c. Higher-level languages

d. Third-generation languages

e. Fourth-generation languages

f. Fifth-generation languages

The most basic of languages.

Consist of strings of numbers.

Use familiar words.

Utilize (ucmosb3ytor) artificial intelligence.
Were the first to use English-like mnemonics.

. Developed to make programming easier.
. Support structured programming.
Visual Basic is an example of them.

10. Translator programs are used with them.

. Use a text environment and a visual environment.

VII. Speak on the contents of the text using the following chart.

Programming Languages =to create programs

|
First-generation Second-generation Third-generation

| l |
machine languages assembly languages higher-levelllanguages
binary nlumbers o Englishjlike mnemonics e syntax close to human Iangugge

e text editors for source code e support structured programming

e translator programs = e true English-like phrasing

= assemblers—for object code e portable |

FORTRAN C
COBOL C+
BASIC JAVA

PASCAL ActiveX

e database-aware
e to develop

|
Fourth-generation
|
| |
text environment visual environment

buttons
labels
text boxes

Visual Basic
Visual Age

application

prototypes
English-like words
— for source code
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UNIT 3. Databases

Text 7
Databases and Database Management Systems

I. Read and translate the text.

A database is a collection of related data or facts arranged in a spe-
cific structure. A database management system (DBMS) is a program, or
collection of programs, that allows multiple users to store, access, and
process data or facts into useful information.

Three of the most important terms to know about databases are
a table, a record, a field. Data is stored in tables. A table is divided into
records (unnamed rows), and each record is divided into fields (named
columns). The table consists of a set number of fields and an arbitrary
number of records. For a record to exist, it must have data in at least
one field.

To help you understand how a database stores data, think about
a typical address book. Each piece of information in the address book is
stored in its own location, called a field. For example, each entry has
a field for First Name and another field for Last Name, as well as fields
for Address, City, State, ZIP Code, and Phone Number. Each unique
type of information is stored in its own field. One full set of fields — that
is, all the related information about one person or object — is called
a record. Therefore, all the information for the first person is record 1, all
the information for the second person is record 2, and so on. A complete
collection of records makes a table. Once you have a structure for storing
data (whether it is a printed address book, phone book, or electronic
table), you can enter and view data, create reports, and perform other
tasks with the data. For example, you may create a customer report that
lists customers by ZIP Code.

A DBMS provides tools to perform data management functions:
creating tables, sorting tables, entering and editing data, querying the
database, viewing data, generating reports.

Many different DBMS programs are available. Enterprise-level
products, such as Oracle, DB2, and Sybase, are designed to manage large
special-purpose database systems. Programs such as Microsoft Access,
Corel's Paradox, and Lotus Approach are popular among individual and
small-business database users.
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1.
2.
3.

4.

0.
6.

7.

8.

9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
20.
26.
27.
28.
29.
30.
31.
32.
33.
34.
30.
36.

Vocabulary

database ['deitobeis] — 6aza maHHBIX

collection [ka'lek[n] — coBokymHOCTD

to relate [ri'leit] — coorHOCKUTD

related [ri'leitid] — 30ecs cBA3aHHBIN

relationship [ri'leifn[ip] — oTHOIIEHNE

to arrange [o'reind3] — komMIIOHOBaTH, pa3dMeIaTh, PaCIIOJIaraTb, YIIOPsi-
IOYMBATD

specific [spi'sifik] — 3agannbii, cnenmdpuyaecknii

database management system (DBMS) ['deitabeis 'manadzmant 'sistom]
—cucreMa yrpaBJjeHusa 0azoit naHabix (CYB])

multiple ['maltipl] — mHOKECTBEHHBI, MHOrOYMCIIEHHBIIA
term [to:m] — TepmuH

table ['teibl] — rabsmia

record ['reko:d] — zammch

field [fi:ld] — rogte

to name [neim] = to call [ko:l] — HasbBaTH

row [rou] — psim, cTpoka

column ['kolom] — kosonka, cromsberr, rpada

to set [set] (set, set) — ycranaBamBaThL

number (of) ['nAmba] — psix, uncio (uero-i.)

arbitrary ['a:bitrari] — mpon3BoIbHBI

to exist [ig'zist] — cyiiecTBOBaTH

at least [at'li:st] — o Kpaiineit Mmepe, He MeHee

to think [0ipk] (thought, thought) —30ecs» mpexacraBaATh cebe
typical ['tipikl] — TunuaHbBIE, 0OBIYHBIL

piece [pi:S] — mop1msi, Kycok

own [aun] — coGcTBEHHBIN

location [lau’kei[n] — pacmososxenne

entry [‘entri] — 3ammch, comepkuMoe, BBeIEHHbIE JaHHbIE
as well as [oz 'wel a&ez] —a Takwxe

ZIP Code ['zip koud] — mouToBsIil nHAEKC

full [fu:l] = complete [kom'pli:t] — mosHbI

therefore ['0eafo:] — cregoBaTenbuO

once [WANS| —KakK TOJIBKO

to enter ['enta] — BBOOUTE

to view [vju:] — npocmaTpuBaTh

to generate ['dgenareit] — cozmaBarh, IPOM3BOAUTH
report [r1'pa:t] — oTruéT, coobienne

customer ['kastoma] — kimeHT, 3aKa34nK, IOKYIIATEJb

to sort [so:t] — copTupoBaTh, yropsamounMBaTh
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317.
38.

39.
40.
41.
42.
43.
44.
45.
46.
47.

to edit ['edit] — pegakTupoBaThb

to query ['kwiari] — gesath 3ampoc

query — 3anpoc

available [a'veilabl] — mocTymnHbIi, HaIMYHBI

enterprise ['entapraiz] — npeanpusTie

level ['levl] — ypoBenn

such as ['satf az] — Takue, Kak

to design [di’'zain] — mpoekTMPOBaTH, KOHCTPYUPOBATD, Pa3dpabaThiBaTh
special-purpose ['spefal 'pa:pas] — criermaamanpoBaHHbIN
popular ['popjula] — momyaspHbIT

among [9'mAn] — cpean

individual [ indi'vidjual] — ormesnbHbIi

II. Answer the following questions.

1. What is a database?

. What is a database management system?

What are the most important terms to know about databases?
. Where is data stored in a database?

What is a table? a record? a field?

What type of information is stored in the field?

What data can a field contain?

. What functions does a DBMS provide?

. What enterprise-level DBMS programs do you know?

S ©®No U W

—

business users?

III. Tell whether the following statements are true or false.

1. A database management system is a repository (apxuB) for collec-

tions of related data or facts.

2. A database is at the heart (B ienTpe) of many types of computer

applications.

3. In a database, each piece of information is stored in its own location,

called a directory.

4. In a database, a record contains all the related information about

a single (eguHCTBEHHBIN) person or object.

5. In a database table, all the records are organized according to the

same set of fields.
6. One full set of fields is called a table.

7. A database management system allows to view data, create reports

and perform other tasks with the data.
8. DBMS programs are used only by individual users.

44
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9. In a database, the number of records is set, but the number of
fields is arbitrary.
10. A record must have data in at least one field.

IV. Fill in the blanks.

1. The three most important terms to know about databases are
) , and

2. The table a set number of fields and an arbitrary
number of records.

3. In a database, each unique type of information is stored in its own

4. All the information about one person or object is
called a record.

5. For a database record to exist, it must have data in at least one

6. The DBMS the user with data and the tools to work

with the data.
7. A DBMS provides tools to tables, ,
data, the database, reports.
8. A database management system multiple users to store,

access, and process data or facts into useful information.

V. Choose the right answer.

1. A tool that allows users to store, access, and process data is called..
a. database. c. form.
b. database management system. d. query.

2. A database is a collection of related facts arranged in a specific..
a. database management system. c. field.
d. structure. d. application.

3. In a database, names such as “Last name” and “Address” may be
given to the ..

a. records. c. fields.
b. files. d. DBMS.
4. A database table is a collection of ..
a. records. C. TOWS.
b. fields. d. columns.
5. In a database table, fields are stored as ...
a. columns c. reports
b. rows d. none of the above
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6. Each object’s record contains (cogepsxkut) a limited number of...
a. data. c. fields.
b. tables. d. characters.

VI. Match each item to the correct statement below.

a. Database

b. Record

c. Database management system

d. Field

e. Table

. A data repository.

. A software tool.

. Helps users process data into information.

. At the heart of many types of applications.
. A complete collection of records.

. All the related information about one thing.
. Each piece of information is stored in one.

. The database has arbitrary number of them.
. Can store any number of records.

10. The database has a set number of them.

© O IO O i W+

VII. Speak on the contents of the text using the following chart.

Databases and Database Management Systems (DBMS)

/ /
collections of related Oracle Corel's Paradox  programs for performing
data/facts DB 2 Lotus Approach data management functions
aranged in specific Sybase |
structure Microsoft Access °l0 Creale  iables

ot0 sort

field=named column

Terms: e t0 enter
- \ e to edit %data
table e tO view

|
location for piece r record=unnamed row * to query database

8 of information | , % 5 ﬁ ¢ {0 generate reports
£ I 5 full set of fields 238 9
2 i Q | . g9 8
- e.g. First Name = e.g. information oo =
Q Last Name 2 for person © oo

Address >

. d

City =

State =

Zip Code

Phone Number
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Text 8
Database Structures

I. Read and translate the text.

There are several types of database structures, such as flat-file,
relational, hierarchical, network and object-oriented ones.

A database that consists of a single data table is called a flat-file (sequential
file) database. Flat-file databases are useful for certain single-user or small-
group situations, especially for maintaining address lists or inventories. Flat-
file database systems are easy to learn and use, but difficult to maintain
and limited in their power. When numerous files exist (one for each table
or related document), there is often a lot of data redundancy, which
increases the chance for errors, wastes time, and uses excess storage space.

A relational database is made up of a set of tables, and a common field
existing in any two tables creates a relationship between the tables. For
example, a Customer ID Number field in both the Customers table and the
Orders table links the two tables, while a Product ID field links the Orders
and Products tables. The relational database structure is widely used in
today's business organizations. In a business, a typical relational database
contains such data tables, as Customer information, Employee info-
rmation, Vendor information, Order information, Inventory information.

The hierarchical database is an older style of database. The tables are
organized into a fixed treelike structure, with each table storing one type of
data. The trunk table (the main table) stores general information. Any field in
that table may reference another table that contains subdivisions of data. Each
one of those tables may, in turn, reference other tables that store finer subdivisions
of data. The relationship between tables is said to be a parent-child relationship,
or one-to many relationship, with any child table relating to only one parent
table. Each parent table may have many child tables, but each child has only
one parent. Hierarchical databases require little duplicated data and may locate
data quickly. However, the tables' fixed relationships limit the flexibility of
the database, making some kinds of queries or reports difficult or impossible.

The network database model is similar to the hierarchical structure except
that any one table can relate to any number of other tables. The network database's
tables, therefore, are said to have a many-to-many relationship. Like the hierarchical
structure, the network database is used in older (primarily mainframe) systems.

The object-oriented database (OODB) developed in the late 1980s,
groups data items into complex items called objects. These objects can
represent anything: a product, an event, a customer complaint, or even
a purchase. An object is defined by its characteristics (e.g. text, sound,
graphics, video), attributes (e.g. color, size, style, quantity, price), and
procedures (the processing associated with an object).
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1.

2.

Vocabulary

flat-file database ['fleetfail 'deitabeis] —6asza manHBIX € OCIEIOBATEIB-
HBIM JJOCTYIIOM
relational database [ri'leifanl 'deitabeis] — pessinmonnas 6a3a JaHHBIX

3. hierarchical database [ haio'ra:kikal 'deitabeis] —mepapxmyeckas 6a3a JaHHBIX

4.
o.

15.
16.
17.
18.
19.
20.
21.
22.
23.
24.

29.

26.
2.
28.

29.
30.
31.
32.

33.

network database ['netwa:k 'deitobeis] — cereBasi 6a3a maHHBIX
object-oriented database ['obdzikt 'o:rientid 'deitabeis] — o6'bekTHO-
OpMeHTUpPOBaHHaA 0a3a JaHHBIX

. single ['singl] — exuHCTBEHHBI

. sequential [si’kwen[al] — mocsiefoBaTeNbHBI

. especially [is'pe[ali] — ocobenno

. to maintain [men’tein] — nogmepsxnBaTH

. list [list] — mepeuens, crimcox

. inventory [in'ventari] — MHBeHTapPU3AIMOHHASA OIUCH, TOBAPBI
. to learn [la:n] —usyuars

. difficult ['difikalt] — TpymubIT

. to limit ['limit] — orpaunuymBaTh

limited — orpaEMYeHHBIN

power ['paud] — MOLIHOCTD, IPOU3BOAUTENBHOCTD

numerous ['Nju:maras] — MHOrO4YMCJIEHHbI

data redundancy ['deits ri’dandonsi] — n30BITOYHOCTD JAHHBIX
to increase [in'kri:s] — yBesmunBaTh, Bo3pacTaTh

chance [tfa:ns] — BoO3M0OKHOCTD

error ['era] — ommbKa

to waste time [weist taim] — TpaTuTh Bpems

excess [ik'ses] — uzuiHMI

storage space ['storid3y speis] — 00béM mamsaTu

to make up [meik’Ap] — cocraByisaTh

to be made up (of) [meid'Ap] —6bITb cOCTaBIIEHHBIM, COCTOATE (U3)
any ['eni] — ar0060ii

anything ['eniOin] — (Bc€) uro yromuo

order ['2:do] — 3akas

to link [link] — cBsi3BIBATDL, COEOVHATD

wide [waid] — mmpoxmnit

widely ['waidli] — mpoxo

employee [ emploi'i:] — corysxarmii

vendor ['venda] — mocTaBIIVK, TPOU3BOAUTEID, IPOLABEIL]
treelike ['trizlaik] — npeBoBMIHBIT

trunk table (main table) [trapk 'teibl] ([mein 'teibl]) — rnaBuas (ocHOBHAsT)
TadJmiia

general ['d3enaral] — o6t
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34. to reference ['refrons] — ccburaTbes

35. subdivision ['sabdivizn] —mogpasnmes, nogpasgenenue
36. fine [fain] — menkmiz

37. little ['litl]] — mas0

38. to duplicate ['dju:plikeit] — nyGamnpoBaTs, KonmmpoBaTh
39. however [hau’eva] — omHako, Tem He MeHee

40. flexibility [ fleksi'biliti] — rubxocTh

41. impossible [im'posabl] — HeBo3mOsKHBIIT

42. similar (to) ['similo] — anasornunsli (4eMmy-J1.), CXOOHBI (¢ YeM-J1.)
43. except [ik'sept] (that) —3a uckrOYeHNEM (TOTO, YTO)
44. like [laik] — xak, momo6HO

45. mainframe ['meinfreim] — 6osb1110i1 KOMITBIOTED, M3THPPEIM
46. to develop [di'velop] — paspabaTbiBaTh

47. data item ['deito 'aitom] — ssieMeHT JaHHBIX

48. event [i'vent] — coObITIIE

49. complaint [kom'pleint] — sxas06a

50. purchase ['pa:tfas] — moxkynka

51. to define [di'fain] — onpegensaTs, onuckBaTHL

52. quantity ['kwontiti] — kosmmuecTBO

53. price [prais] — nena

54. procedure [pra’si:d3a] — npouexypa

55. to associate [9'saufieit] — coequHATb, CBA3BIBATH

II. Answer the questions.

1. What types of database structures are there?

What is a flat-file database?

Where are flat-file databases used?

What are the drawbacks of flat-file databases?

What is the structure of a relational database?

What tables can a relational database contain?

How are the tables in a hierarchical database organized?

What information does the trunk table store?

9. What is the relationship between tables in a hierarchical database?

10. What are the advantages and drawbacks of a hierarchical database?

11. What does the network database structure differ from the hierar-
chical database model in?

12. What kind of systems are the network and hierarchical databases used in?

13. When was the object-oriented database developed?

14. What does it group data items into?

15. What can the objects represent?

16. What is an object defined by?

PN O
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III. Tell whether the following statements are true or false.

1. If a database file contains only one data table, it is called an infor-
mational database.

2. Flat-file database systems are difficult to learn and use.
. A relational database is made up of two tables.

4. In a relational database, a common field existing in any two tables
creates a relationship between the tables.

5. A parent-child relationship is the same (To ke camoe) as a one-to-
many relationship.

6. Network databases and hierarchical databases function in the
same way (crocob).

7. In an object-oriented database, items of data are grouped into
complex objects.

8. In an object-oriented database, each object can have only one
characteristic.

w

IV. Fill in the blanks.

1. Older database systems that used only a single table are called

2. In an object-oriented database, an object is defined by its
, and

3. There are several types of database structures, such as

, , and ones.
4. Flat-file database systems are in their power.
5. A is made up of a set of tables, and a common field
existing in any two tables creates a between the tables.
6. In a hierarchical database the tables are organized into a fixed
structure.
7. The network database's tables have a relationship.

8. The relationship between tables in a hierarchical database is called
a relationship.

V. Choose the right answer.

1. In flat-file databases with numerous files, a common problem is ..
a. data redundancy.
b. data entry errors.

o0
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c. disk space restrictions (orpaHMYEeHNUA).
d. all the above

. “Sequential file database” is another term for ..
a. hierarchical database. c. network database.
b. flat-file database. d. relational database.

. If a database allows any table to have a relationship with any other

table, the tables are said to have ..
a. one-to-many relationship. c¢. many-to-one relationship.
b. parent-child relationship.  d. many-to-many relationship.

. If a database is made up of a set of tables, it is called ..
a. flat-file database. c. relational database.
b. sequential database. d. network database.

. Which of the following kinds of database structures is most widely
used in organizations today?
a. Flat-file database. c. Sequential database.
b. Relational database. d. Hierarchical database.
. In an object-oriented database, an object can be used to represent ...
a. characteristics. c. procedures.
b. nothing. d. anything.

VI. Match each item to the correct statement below.

0 J0 Uk W+

a. Flat-file database

b. Relational database

c. Object

d. Hierarchical database
e. Network database

f. Attribute

. Same as a sequential database.

. Uses only one table.

. Uses a set of tables.

. Its tables have a one-to many relationship.

. Its tables have a many-to-many relationship.
. Has characteristics and attributes.

. Similar to the hierarchical structure.

. Used in older systems.
9.

An object has it.

10. Used for maintaining address lists or inventories.
11. Widely used in business organizations.
12. Characterized by procedures.
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Database Structures

| | T
flat-file (sequential) relational hierarchical

o = o set of tables; business fixed tree-like stru<|:ture

:8 g % gﬁn}wg?;;flg for - organizations — trunk/main table —> for

8 02 y general information

@ S s

E % = : 3?:%3? :ﬁar:]na%::i:se — field —>may reference

2 28  imied  little duplicated data another table

> @ : :jrg{;e(rllegua(()jvgirc o locate data quickly with subdivisons of data

U y « limited flexibility > may reference other tables

. to 'malntalln parent-child/one-to-many
lists/inventories relationship

network object-oriented

e | _ data items = objects
similar to hierarchical (e.g. product

but:

_ , event
many-to-many relationship customer complaint
purchase)
N\

characteristics attributes procedures

e.g. text e.g. color |
sound size processing
graphics style
video quantity

price
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UNIT 4. Networks

Text 9
Network Structures

I. Read and translate the text.

A network is a way to connect computers for communication, infor-
mation exchange, and resource sharing. The four most important benefits
of networking are simultaneous access to programs and data, peripheral
sharing, streamlined communications, and easier backups. E-mail, video-
conferencing, and teleconferencing are examples of the personal com-
munications that can be conducted over a network or the Internet.

Networks can be categorized in different ways, such as by geography
(how much terrain they cover) or by the use or absence of a central server.

A local area network (LAN) consists of computers that are relatively
near one another. A LAN can have a few PCs or hundreds of them in
a single building or in several buildings. On a network, data is broken
into small groups called packets before being transmitted from one
computer to another. A packet is a data segment that includes a header,
payload, and control elements that are transmitted together. The re-
ceiving computer reconstructs the packet into the original structure. The
payload is the part of the packet that contains the actual data being sent.
The header contains information about the type of data in the payload,
the source and destination of the data, and a sequence number so that
data from multiple packets can be reassembled at the receiving computer
in the proper order. Each LAN is governed by a protocol, which is a set
of rules and formats for sending and receiving data. TCP/IP, IPX/SPX,
and NetBEUI are examples of network protocols. LANs can be connected
by a bridge or router to create a much larger network that covers a larger
geographic area. To connect LANSs, a gateway may be required to enable
them to share data in a way that the different LANs can understand.

A wide area network (WAN) is the result of connecting LANs through
public utilities.

Many networks are built around a central server. The PCs that connect
to the server are called nodes. In a file server network, each node has
access to the files on the server but not necessarily to files on other
nodes. In a client/server network, nodes and the server share the storage
and processing workload.

A peer-to-peer network is a small network that usually does not include
a central server. In a peer-to-peer network, users can share files and
resources on all the network's nodes.
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© 0 T 5 U oo N

20.
21.
22.
23.
24.
29.
20.
2.
28.
29.
30.
31.
32.
33.
34.
30.
36.
317.

Vocabulary

. network ['netwa:k] — cetb

to network — opraHn30BBIBaTh, CO37I1aBaTh CETh

. way [wel] — crtocob

. information exchange [info'meifn iks't[eind3] — obmen nudopmarmeii
. resource [ri'so:s] — pecypc

. benefit ['benifit] — npenmyiecrro

. simultaneous access [,simal’teinjos 'akses] — oqHOBpeMeHHBI JOCTYIT
. peripheral [pa'rifaral] — mepudepuitnoe obopynosaume

. streamlined ['stri:mlaind] — morokoBsIi

. to back up [baek'Aap] —cosznaBate pesepBHy0 Komumio

backup ['bak 'Ap] — coznanmne pesepBHOI KOmmn

. electronic mail (e-mail) [ilek'tronik meil] — s;mexTponnas moura

. videoconference ['vidiau’konfarans] — Buneoxkoudepeniys

. teleconference ['teli’konfarans] — renexkondepenimsa

. to conduct [kan'dakt] — mpoBoauTh

. to categorize ['kaetigoraiz] — ksaccudnipoBaTh

. terrain ['terein] — reppuropusi, paiion

. to cover ['kava] — moKpbIBaTh, OXBATHIBATH

. absence ['@bsans] — orcyrcrBue

. central server ['sentral 'So:va] — LieHTpaJIbHbI cepBeP

. local area network (LAN) ['laukal 'earia 'netwa:k]| — okanbpHas BbIUM-

cauteabHasa ceTsb (JIBC)

relatively ['relativli] — oTHOCKTEIBHO

near [nia] — 6ymaKmit

packet ['paekit] — maker, 6J10K maHHBIX

to transmit [treenz'mit] — mepenaBaThb

header ["heds] — zarosmoBok

payload ['peiloud] — 6710 manHBIX

to receive [ri’si:v] — momy4ars

to reconstruct ['ri:kans’trakt] — BoccranasamBaTh

original [o'ridzonl] — nepBonauabHBIT

destination [ desti'neifn] — nyukT HasHaueHMUs, agpecaT MHPOPMAIIAA
sequence number ['si:kwans 'nAmba] — mopsaaKoBEBIT HOMED
to reassemble ['ri:a’sembl] — meperpaucaupoBaTh

to govern ['gAavan] — ynpaBiaTh

rule [ru:l] — mpasmio

bridge [bridz] — mocT

router ['Tu:ta] — mapipyTusaTop cetu

gateway ['geitwei] — mammHa -11LTI03

to enable [i'neibl] — gaBaTh BOZMOKHOCTH

54



UNIT 4. Networks

38.

39.
40.
41.
42.
43.
44.
45.

wide area network (WAN) [waid 'eorio 'netwo:k] — rirobanbuass Bbram-
CAUTEJIbHAS CeTb

public utilities ['pablik ju:'tilitiz] — koMMyHaJIBHBIE CITYIKOBI

node [noud] — ysexn cern

file server network [fail 'sa:va 'netwa:k] — cetnb ¢ cepBepom daiinos
necessarily ['nesisarili] — Heob6xomMMO

client ['klaiont] — kamenT

workload ['wa:kloud] — pabouas marpyska

peer-to-peer network ['piota’pia 'netwa:k] — ogHOpanrosas cetsb

II. Answer the questions.

1.
2.

What is a network?
What are the most important benefits of networking?

3. What types of the personal communications can be conducted over

e A

9.
10.
11.
12.
13.

14.

a network?
How can networks be categorized?

. What is a LAN?

What is called a packet? What does it include?

What does the payload contain?

What information does the header include?

How is a network governed?

Give the names of some most commonly used protocols.

What devices can LANs be connected by?

What is a WAN?

What is the difference between a file server network and a client/
server network?

What is a peer-to-peer network?

II1. Tell whether the following statements are true or false.

1.

E-mail systems enable users to exchange text messages, but not
to share data files such as word processing documents.
A teleconference is the same thing as a videoconference.

. Any network within a single building is considered to be a LAN,

but if the network extends (mpoctupaercsa) beyond (3a mpeneibr)
that building, it is no longer (6oabiie He) considered a LAN.

On a network, data is broken into small groups — called payloads
— before being transmitted from one computer to another.

. TCP/IP, IPX/SPX, and NetBEUI are examples of common

networking protocols.

. If you need to connect two different types of networks, you can

use a bridge to translate the data so the networks can communicate.
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7. The individual computers on a network are called gateways.

8. In a client/server network, individual computers share the pro-
cessing and storage workload with a central server.

9. In a peer-to-peer network, individual computers can access one
another’s resources.

10. All peer-to-peer networks include a network server.

IV. Fill in the blanks.

1. A(an) is a way to connect computers so that they can
communicate, exchange information, and share resources in real
time.

2. In a process known as , audio and video signals are
transmitted across a network , enabling participants to see and
hear one another.

3. A(an) is a network of computers located relatively
near each other and connected so that they can communicate with
one another.

4. is known as the most commonly used protocol.

5. The individual computers on a network are called

6. A (an) is a data segment that includes a header, payload,
and control elements that are transmitted together.

7. A (an) and a (an) are used for connecting
LANSs to create a much larger network.

8. In a peer-to-peer network, users can files and resources
on all the network’s nodes.

V. Choose the right answer.
1. A network can include the computers and devices in ..
a. a department. c. multiple buildings.
b. a building. d. any of the above.

2. This type of network service is like a cross (mepeceuenne) between

the postal system and a telephone answering system.
a. E-mail. c. Data sharing.
b. Peripheral sharing. d. Data backup.

3. This type of network software allows people in different locations
to communicate by typing messages to one another. Each message
is seen by all the participants (yuacTHUKN).

a. E-mail c. Videoconferencing.
b. Teleconferencing. d. All the above.
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4. LANs and WANSs are distinguished (oramn4atored) from one another
mainly by ..
a. size. c. backup methods.
b. servers used. d. geography.

5. Within a packet, a payload contains ..

a. information about the data being sent.
b. the data itself.

c. control elements.

d. all the above.

6. This type of device simply forwards (mepecsinaer) data from one
LAN to another LAN.

a. Bridge. c. Gateway.
b. Router. d. Protocol.

7. When two or more LANs are connected together, the result is a ..

a. client/server network. c. peer-to-peer network.
b. gateway. d. wide area network.

8. This type of network allows a node to access files on the server, but
not necessarily on other nodes.

a. Node network. c. Peer-to-peer network.
b. File server network. d. Router network.

VI. Match each item to the correct statement below.

a. LAN c. Server
b. WAN d. Node

. Can be two LANs connected together.

. Provides a shared storage device.

. Connects computers that are relatively close together.
. An individual computer on a network.

. Can be as small as two or three PCs.

. Usually covers a large geographic area.

DO W N

a. File-server network c. Peer-to peer network
b. Client/ server network d. Network

7. A way to connect computers.

8. In this type of network users can share files and resources on all
the network’s nodes.

9. Allows nodes and the server to share the storage and proces-
sing workload.

10. Allows each node to have access to the files on the server but not
necessarily to files on other nodes.
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VII. Speak on the contents of the text using the following chart.

Network —|

[ ]
way to connect computers for: by geography by use/absence of central server
« cOmmunication | |

e information exchange ' , '
« resource sharing Local Area Network Wide Area Network

(LAN) (WAN)

| I | T LANs connected

benefits: computers relatively , e
. bridge through pubilic utilities
« simultaneous access to near one another router § o P
programs/data ) d, gateway for connecting LANs
: ; acket=data segment
e peripheral shaiing P 9 protocol=set of
e streamlined communications rpayload - actual data | I/f .
) rules/formats
easier backu :
* P ~header - type for sending and
source of receiving data
destination data
sequence number TCP/IP
IPX/SPX
Lcontrol elements Net BEUI
L] T |
file-server client-server peer-to-peer
| | |
access to: nodes and no server:
- 1
server to share: users
server other ?odes « storage to shore resources
not necessarily e processing on all nodes

Text 10
Network Topologies

I. Read and translate the text.

A topology is the physical layout of the cables and devices that connect
the nodes of a network. The three basic topologies are bus, star, and ring.
These topologies are so named because of the shape of the network they
create. The less common type of physical topology is the mesh topology.

The bus network uses a single conduit to which all the network nodes
and peripheral devices are attached. Each node is connected in series to
a single cable. At the cable's start and end points, a special device called
a terminator is attached. A terminator stops the network signals so they
do not bounce back down the cable.

The star network is the most common topology in use today. In a star
network, a device called a hub is placed in the center of the network;
that is, all nodes are connected to the central hub and communicate
through it. Groups of data are routed through the hub and sent to all the
attached nodes, thus eventually reaching their destinations. Some hubs
known as intelligent hubs can monitor traffic and help prevent collisions.
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In a star topology, a broken connection (between a node and the hub)
does not affect the rest of the network. If you lose the hub, however, all
nodes connected to that hub are unable to communicate.

The ring topology connects the nodes of the network in a circular
chain, with each node connected to the next. The final node in the chain
connects to the first to complete the ring. With this methodology, each
node examines data sent through the ring. If the data known as a token
is not addressed to the node examining it, that node passes it along to the
next node in the ring.

The mesh topology is the least used network topology and the most
expensive to implement. In a mesh environment, a cable runs from every
computer to every other computer. If you have four computers, you
must have six cables — three coming from each computer to the other
computers. The big advantage to this arrangement is that data can never
fail to be delivered; if one connection goes down, there are other ways to
route the data to its destination. The mesh topology is used for connecting
routers on the Internet to make sure that data always gets through.

Vocabulary
1. topology [ta'polod3i] — Torosiorns cern
2. layout ['lei’aut] — pacmosoxxkenne, cxema pacCIIOJIOMKEHNUS
3. cable ['keibl] — kabesb
4. bus [baSs] — mnna
5. star [sta:] — 3Beana
6. ring [rin] — KoJsbITO
7. shape [[eip] — dpopma
8. mesh [me[] — metus, adelika, ceTka
9. conduit ['’kond(ju)it] — kanas

10. in series [in'siorias] — rocJsieoBaTEIBHO

11. terminator ['to:mineito] — TepMuHATOpP, 3aTJIyIIKA
12. to bounce [bauns] — 30ecs Bo3BpalaThCsA

13. hub [hab] — konmenTpaTop, sapo cetn

14. to monitor ['monita] —ocyI1eCTBIATh TEKYIINIT KOHTPOJb, KOHTPOJIMPOBATD
15. traffic ['treefik] — moTox manHBIX B ceTu, Tpadur
16. to prevent [pri'vent] — mpezpoTBpalaTh, MeMATh
17. collision [ka'lizn] — cTrosKHOBEHNIE

18. to affect [o'fekt] — BimaATH

19. to be unable ['An’eibl] —6bITh He crrOCOOHBIM

20. circular ['sa:kjulo] — kpyrosoit

21. chain [tfein] — memnb

22. to complete [kom'pli:t] — 3aBepmaTs
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23.
24.
20.
26.
21.
28.
29.
30.
31.
32.
33.
34.
30.
36.
37.

to examine [ig'zeemin] — ncciienoBaTh, paccMaTPUBaThL
token ['toukan] — mapkep, meTka

to address [o'dres] —azgpecosBaTb

expensive [iks'pensiv] — noporocrosiimii

to implement ['impliment] — paszpabaTbiBaTh, BHEPATD, PEaM30BbIBATD

environment [in'vaiaronmont] — Kouduryparms cetu

to run [rAn] — TAHyTHCS

advantage [od'va:ntidz] — npenmyiiectro

arrangement [o'reindgmont] — pasmelienne, pacnoJsoKeHne
to fail [feil] — moBpeskmaTbes, maBatsb cOoi

to deliver [di'liva] — nocraBisaTs

to go down [gou 'daun] (went, gone) — 30ech pas3pbIiBaTHCA
to route [ru:t] — mepemaBaTh, HAaIPaBJIATD

to make sure [meik '[us] — ybeaurbcesi, ynocToBepuThCs

to get through [get 'Oru:] (got, got) —mpoxoauTs

II. Answer the questions.

What is a topology?

. What are the basic topologies?

. Why are they so called?

What is the bus network?

What is a terminator used for?

. What is the most common topology in use today?

. How is the star network organized?

. How do the groups of data reach their destinations?
What tasks do intelligent hubs perform?

00U W

©w

10. Characterize the ring topology.

11. What happens if the data is not addressed to the node examining it?
12. How are computers connected in the mesh topology?

13. What is the advantage of the mesh topology?

14. What is the mesh topology used for?

III. Tell whether the following statements are true or false.

1. There are five basic network topologies.

2. In the bus network each node is connected in series to a single
cable.

3. In the star network all nodes are connected to the terminator and
communicate through it.

4. A terminator stops the network signals so they do not bounce
back down the cable.
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5. In the star network groups of data are routed through the hub and
sent to all the nodes.

6. A broken connection in a star topology does not affect the rest of
the network.

7. In the ring topology the nodes are connected in a circular chain,
with each node connected to the next.

8. In the ring topology if the data is not addressed to the node exami-
ning it, that node passes it along to the next node in the ring.

9. The mesh topology is the most widely used network topology.

10. The mesh topology is used for connecting routers on the Internet.

IV. Fill in the blanks.

1. There are the following network topologies: ,

, and

2. The uses a single conduit to which all the network
nodes and peripheral devices are attached.

3. The bus network uses a device called a (an) for stopping
the network signals.

4. In the star network all nodes are connected to the and
communicate through it.

5. Some intelligent hubs can traffic and help prevent

6. If the hub is , all nodes connected to that hub are

unable to communicate.

7. In the ring network, a is sent through the ring from
one computer to the next, until it reaches its destination.

8. With the mesh topology, if one connection goes down, there are
other ways to route the data to its

V. Choose the right answer.
1. Bus, ring, and mesh are examples of ..

a. network protocols. c. network topologies.
b. network interface cards. d. all the above.

2. In a star-topology network, all computers connect to a central
device called a ..

a. server. c. hub.
b. router. d. gateway.

3. Which is the biggest advantage of a mesh-topology network?
a. It is the most expensive to implement.
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c. ring network.

d. all the above.

b. It requires two cables for every computer.

c. It never fails to deliver data.

d. It is a good way to connect to the Internet.
4. A terminator stops the network signals in the ..

a. bus network. c. ring network.
b. star network. d. all the above.
5. The star network is ..
a. the most expensive topology.
b. the most common topology.
c. the least common topology.
d. the cheapest topology.
6. A device called a hub is placed in the center of the ..
a. ring network. c. star network.
b. mesh network. d. all the above.

7. This network topology allows to pass a token from node to node.

a. Mesh network. c. Bus network.
b. Star network. d. None of the above.
8. In the star network all the nodes are connected to it.
a. Terminator. c. Cable
b. Token. d. Hub
VI. Match each item to the correct statement below.
a. Bus
b. Star
c. Ring
d. Mesh
1. The most expensive topology. 4. Passes a token from node to node.
2. Uses a single conduit. 5. Uses terminators.
3. Requires a hub. 6. The most common topology.
a. Hub
b. Terminator
c. Conduit
d. Token

7. Data passed through the ring network.

8. Device for stopping network signals.

9. All the network nodes and peripheral devices are attached to it.
10. Device placed in the center or the star network.
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VII. Speak on the contents of the text using the following chart.
Network Topologies

physical layout of cables and devices
—>to connect network nodes

I
bus star rng ———mesh
single  terminator hub - in circular chain % 8
conduit the centre = =0
| U ) \ s v U = 5§ 3
o - _E B2 5 GE 32
g “ g ¢ {0 connect nodes e to monitor g = Ea o Q @ g
o9 5§ etoroute~ 4, tafic S g9 £F & E/\ 5% o
56 o5 etosend etoprevent § o o 8§So o°
D © o> colisions & * = - =
2 o
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Text 11
Internet

I. Read and translate the text.

Part I
How the Internet Works

The Internet was created for the U.S. Department of Defense as
a tool for communications. Today, the Internet is a network of inter-
connected networks. It is a huge, cooperative community with no central
ownership. The Internet connects thousands of networks and more than
100 million users around the world. The Internet carries messages,
documents, programs, and data files that contain every imaginable kind
of information for businesses, educational institutions, government
agencies, and individuals.

All computers on the Internet use TCP/IP protocols. Any computer
on the Internet can connect to any other computer. Individual computers
connect to local and regional networks, which are connected together
through the Internet backbone. A computer can connect directly to the
Internet, or as a remote terminal on another computer, or through
a gateway from a network that does not use TCP/IP.

Every computer on the Internet has a unique four-part numeric IP
address, and most also have an address that uses the domain name system
(DNS). DNS addresses have two parts: a host name (a name for a computer
connected to the Internet) followed by a domain that generally identifies

63



PART I. COMPUTER BASICS

the type of institution that uses the address. This type of domain is often
called top-level domain. For example, many companies have a DNS address
whose first part is the company name followed by ".com" - ibm.com
(International Business Machines Corp.). Some large institutions and
corporations divide their domain addresses into smaller subdomains. For
example, a business with many branches might have a subdomain for
each office - such as boston.widgets.com and newyork.widgets.com. In
1996 a new set of top-level domain names was created because it was
difficult for organizations to find suitable domain names for their Internet
sites, for example .firm (businesses or firms), .shop (business that offer
items for purchase over the Internet), .arts (organizations promoting artistic
or entertainment activities over the Internet. Geographic domains usually
identify the country in which the system is located, such as .ca for Canada
or .fr for France.
The Internet has a lot of uses:

- Inexpensive electronic mail systems enable you to exchange messages
with any other user anywhere.

- TELNET allows a user to operate a second computer from his or
her machine.

- File Transfer Protocol (FTP) is the Internet tool for copying data
and program files from one computer to another.

- News and mailing lists are public conferences distributed through
the Internet and other electronic networks.

- Chats are public conferences, conducted in real time, where people
discuss topics of interest.

Part II
The World Wide Web

One part of the Internet is the World Wide Web. It was created in
1989 at the European Particle Physics Laboratory in Geneva, Switzerland
as a method for incorporating footnotes, figures, and cross-references
into online hypertext documents. A hypertext document, or a Web page,
is a specially encoded file that uses the hypertext markup language (HTML).
This language allows a document's author to embed hypertext links, or hyperlinks,
in the document. A collection of related Web pages is called a Web site. Web sites
are housed on Web servers, Internet host computers that often store
thousands of individual pages. Copying a page onto a server is called posting
the page. Downloading a page from the Web server to your computer for
viewing is commonly called "hitting" the Web site. Many Web pages feature
a hit counter to display the number of times the page has been viewed.
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A Web browser is a software application designed to find hypertext
documents on the Web and then open the documents on the user's
computer. A point-and-click browser provides a graphical user interface
(GUI) that enables the user to click graphical objects and hyperlinks. The
most popular browsers are Microsoft's Internet Explorer and Netscape
Navigator. A Web browser displays a Web page as specified by the page's
underlying HTML code. To format a document in HTML, a designer
places HTML tags throughout the document. The HTML tags enclosed in
angle brackets (<>), tell the browser how to display individual elements
on the page. The internal structure of the World Wide Web is built on
a set of rules called Hypertext transfer protocol (HTTP). HTTP uses
Internet addresses in a special format, called a Uniform Resource Locator
(URL). URLs look like this: type://address/path/. In a URL, type specifies
the type of the server in which the file is located, address is the address
of the server, and path is the location within the file structure of the
server. The path includes the list of folders (or directories) where the
desired file is located.

You probably have heard the term home page used to reference
a page named index.htm on a Web site. This term is important and actually
has two meanings:

Personalized Start Page. On your computer, you can choose a Web
page that opens immediately when you launch your Web browser by
using a command in your browser to specify the URL for the desired
page. This personalized start page can be on your computer's hard drive
or a page from any Web site. For example, if you want to see today's
copy of USA Today Online when you launch your browser, use the address
http://www.usatoday.com/ as your personal home page.

Web Site Home Page. A Web site's primary page is also called its
home page. This page is the first one you see when you type the site's
basic URL. From this page, you can navigate to other pages on the Web
site (and possibly to other sites). For example, if you type the URL
http://www.cnn.com/ into your browser's address box, the CNN home
page opens in your browser window.

Vocabulary

Part I
1. Department of Defense [di'pa:tmont av di'fens] — Muunucrepcrso
OOGopoHBbI
2. tool [tu:l]] — uHCTPpYMEHT
3. to interconnect ['intoko'nekt] — (BzanmHO) cBA3BIBATH
4. huge [hju:d3] — orpomHbIi
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5. cooperative [kau'oparativ] —coBmecTHBI, y4aCTBYOIINIT B COBMECTHOI padoTe

6.
7.
8.
9.
10.

community [ka’'mju:niti] — coobiiectBo, 00'begVHEHNE

ownership ['aunafip] — cobcTBEHHOCTD, TPaBO COOCTBEHHOCTI

to carry ['keeri] — mepenocurs, nepegasaThb

imaginable [iI'madzinabl] — BooOpasumbIit

educational institution [edju:'keifanal, insti’tju: [on] — yuebuoe 3aBenenne,
o0paszoBaTeJbHOE YUYPEKIeHNe

11. government agency ['gavnmant 'eid3onsi] —mpaBuTesbCTBEHHOE YUPEsKIeH e

12.
13.
14.
15.
16.

17.
18.
19.
20.
21.
22.
23.
24.
20.
26.
27.

28.
29.
30.
31.
32.
33.

34.
39.
36.
37.
38.
39.
40.

backbone ['bakboun] — ocuosa, crepsxenn

directly [di'rektli] — mpsmo, HemocpemcTBEHHO

remote [ri'maut] — qucTaHIMOHHLINA, OTAAJEHHBIN, yAaJIEHHbIN
numeric [nju:'merik] — uudpposoii, uncaoBoit

domain [do'mein] — nomen

domain name system (DNS) [do'mein neim 'sistom] —crucrema mMeH 1oMeHa
host [haust] — rsraBuBIT

top-level ['top’levl] — BbIcOKOTO ypOBHS

business ['biznis] — npeanpusaTe

branch [bra:ntf] — domman

suitable ['sju:tabl] — moaxoznsmii, cooTBETCTBYOIMI

to offer ['ofs] — mpemsarate

to promote [pro'maut] — npoxaBuraTh

to exchange [iks't[eind3] — oOMeHnBaTHCS

anywhere ['eniwed] — Besze, noecrony

TELNET ['tel'net] — 6azoBast cereBas ycayra B VHTepHeT
File Transfer Protocol (FTP) [fail 'traensfa: "proutokol] — mporokon me-
penagu ¢aiioB

to copy ['kopi] — kormmpoBaThb

mailing list ['meilin list] — mouToBBI CrMCOK

to distribute [dis'tribju:t] — pacnpenensaTs, pacnpocTpaHATb
chat [t[aet] — meperoBopskr

to discuss [dis’kas] — obcysxmaTh

topic of interest ['topik av 'intrist] — maTEpECyIOaa TEMA

Part II

World Wide Web (WWW) [wa:ld waid web] — Bcemnpnasa nayruna
to incorporate [in’ko:pareit] — 00 beauHATH(Cs), BKIOYATD(C)
footnote ['futnout] — cHocka, mpumeuanne, KOMMEHTaPU

figure ['figo] — pucyHOK, uepTEx

cross-reference ['kros'reforans] — mepekpécruas ccbuiKa
hypertext ['haipa’tekst] — runeprexct

page [peid3] — ctpanuia

home page ['houm peid3] —6aszoBas, ocHOBHasA cTpaHMUIa
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41.
42.

to encode [in'koud] — koguposaTh, MM pPOBATH
hypertext markup language (HTML) ["haipa’tekst ‘ma:k’ap 'leepgwids]

— A3BIK Pa3METKNM T'UIIepTeKCTa

43.
44.
45.
46.
47.

48.
49.
20.
ol.
02.
23.
o4.
29.
6.
o.
28.
29.
60.

61.

62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.

to embed [im'bed] — BHeapsATH, BCcTparBaTh

hyperlink ['haipalinpk] —runmepcsssb

to house [hauz] — pasmernats

posting ['paustin] —ormpaBka coobiienns (B ceTu)

to download ['daunloud] — zarpy:xaTh (B maMsATh); IPUHNMATL (PaiiIbI
(mo momemy)

hitting ['hitin] — oTrBeT, oTBeTHas crpaBKa

to feature ['fi:t[9] — OGbITH XapaKTepHOI YEPTOI, OTINMIATHCS

counter ['kaunta] — cuérunk

to display [dis’plei] — oTrobpaskaTh

browser ['brauza] — 6paysep, maBuraTop

point-and-click ['point and 'klik] — HaBecTn n EIKHYTD

to specify ['spesifai] —3agaBaTs, crrenudnipoBaThb

to underlie [,anda’lai] (underlay, underlain) —JjesaTb B OCHOBe (4ero-J.)
tag [teeg] — apabik, MeTKa

to enclose [in'klouz] — 3akmrouaTs (B CKOOKM, KaBBIYKM U T.IL)

angle brackets ['@ngl 'brakits] — yrsiosbre cxobxm

internal [in’ta:nal] — BHyTpeHHMIi

Hypertext transfer protocol (HTTP) ['haipa’tekst 'traensfa: "proutokol]
— TPAHCHOPTHBIN IPOTOKOJI Mepeaady IUIePTeKCTa

Uniform Resource Locator (URL) ['ju:nifo:m ri'so:s lau’keita] — yausep-
caJIbHBIM yKas3aTeJlb pecypca

path [pa:0] — oyts

within [wi'din] — BHyTpHu, B mpemenax

folder ['foulda] — mamnka

directory [di'rektari] — karaJor

probably ['probabli] — BeposiTHO

meaning ['mi:nin] — sHauenme

to personalize ['pa:snalaiz] — muguBMIYaIM3UPOBATH

to choose [t[u:z] (chose, chosen) — BeIOUpaTh

immediately ['imi:djotli] — HemensenHO

hard drive ["ha:d draiv] —sxécTrnuit muck

primary ['praimari] — 0CHOBHOIA

to type [taip] — BBOgMTE, HAOMpPAThb Ha KJaBUAType

to navigate ['navigeit] — nepemeraTs(cs)

address box [o'dres boks] —anpecroe oxHO
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II. Answer the questions.

1.

© N U W N

9.
10.
11.
12.
13.
14.
15.
16.

What is the role of the Internet?

What role does the TCP/IP play in the Internet?

Do most computers connect directly to the Internet?

What addresses have computers on the Internet?

What are the two parts of a DNS address?

Why was a new set of top-level domain names created?
What uses has the Internet?

Why was the World Wide Web created?

What is a Web page? a Web site? a Web server?

What is called posting? “hitting”?

What is the function of a Web browser?

What are the most popular browsers?

What are HTML tags used for?

What does the acronym “HTTP” stand for? What is its task?
What is a Uniform Resource Locator? List its three parts.
What is the difference between a personalized start page and
a Web site home page?

III. Tell whether the following statements are true or false.

1.

9.

Today the Internet connects more than one billion users around
the world.

. The Internet is open to anyone who can access it.

. Every computer connected to the Internet uses the same set of
protocols.

. Every computer on the Internet has a three-part Internet pro-
tocol address.

. The “.com” or “.org” portion of a DNS address identifies the type

of institution that uses the address.

. A new set of top-level domain names was created because it was

difficult for organizations to find suitable domain names for their
Internet sites.

. E-malil is an efficient way to send and receive messages and
documents, but can be expensive.

. A user’s name is an essential (HeorTbreMmaeMmas) part of an e-mail

address.
Hypertext documents are commonly called hyperlinks.

10. The act of downloading a Web page from its server to your

computer is called posting.

11. HTML tags tell a Web browser how to display elements in a Web

page.
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12. Because they lead to specific documents on a server’s disks, URLs
are usually very short.

13. A personalized start page is a Web page that opens immediately
when you launch your Web browser.

14. TELNET enables you to use a remote computer as though you
were sitting in front of it.

IV. Fill in the blanks.
. The acronym “TCP/IP” stands for

1

2. Most computers have an address that uses the
3. 205.46.117.104 is an example of a(n)
4

is the Internet tool for copying data and program
files from one computer to another.

5. The was created as a method for incorporating
footnotes, figures, and cross-references into online hypertext
documents.

6. A hypertext document is a specially encoded file that uses the

7. Web sites are housed on computers called

8. A(n) is an application that finds hypertext
documents on the Web and opens them on the user’s computer.

9. Every document on the Web has its own unique

10. The internal structure of the World Wide Web is built on
a set of rules called

V. Choose the right answer.
1. The Internet is an idispensable (ucrmrounTenbHbIN) tool for ..

a. personal communication. c. commerce.
b. research. d. all the above.

2. Who owns the Internet?
a. The Internet Society.
b. The World Wide Web Consortium.

c. The U.S. Government.
d. None of the above.

3. An Internet address that uses words rather than (a He) numbers is
called a(n) ..

a. IP address. c. DNS address.
b. TCP/IP address. d. top-level address.
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4. The Internet address newyork.widgets.com is an example of an
address that uses a(n) ..

a. internet protocol. c. domain.
b. subdomain. d. none of the above.

5. A Web page is a document that uses the ..

a. TCP/IP protocol. c. home page.
b. HTML. d. backbone.
6. A collection of Web pages is called a(n) ..
a. Web server. c. domain name system.
b. Web site. d. newsgroup.

7. <HI> is a(n) example of a(n) ..

a. HTML tag.

b. hyperlink.

c. Uniform Resource Locator.
d. Hypertext Transfer Protocol.

8. www. Glencoe.com /norton /online /welcome.html is a(n) example of
a(n) ..
a. IP address.
b. Uniform Resource Locator.
c. DNS address.
d. Hypertext Transfer Protocol.

9. A Web site’s primary page is called its ..
a. Uniform Resource Locator. c. home page.

b. personalized start page. d. browser.
10. To exchange e-mail messages with other people, you need a unique ..
a. IP address. c. E-mail address.
b. DNS address. d. URL.
VI. Match each item to the correct statement below.
a. TCP/IP

b. IP address
c. DNS address

d. Domain
1. Identifies a type of institution on the Internet.
2. A numeric address.
3. The protocol used by the Internet.
4. Uses words, not numbers.
5. Enables any two computers to exchange data.
6. Many computers have this and IP address.
7. “.gov” is an example.
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8. Uses four sets of numbers.

a. World Wide Web
b. HTML
c. Browser
d. URL
9. Enables an author to place links in a document.
10. A software application.
11. Includes a type, an address and a path.
12. Hypertext links are its foundation (ocHoBa).
13. Interprets HTML code to display pages.
14. Requires the use of tags.
15. A special type of address.
16. Organizes widely scattered (pa3bpocaHHbIE) resources.

VII. Speak on the contents of the text using the following chart.

Internet
computers
| Use
%) [ | | i
5 TCP/IP protocol IP address ~ DNS address * electronic_, to exchange
2 | mail " messages
Q3 to connect | | e TELNET = to operate
= 2 é § networks/users host name domain second computer
6£€ g g around the world | | * FTP = to copy data/
o0l U for computer  type of institution program files
= ;‘g e e News & mailing lists
0G5S 9 tocarymessages ; e chat = to discuss topics
99 g 3 documents e.g. newyork.widgets.com of interest
o5 & < .
=T © = program files
e o o o
Part

World Wide Web (WWW)
to incorporate/ Microsoft’s IE '
e footnotes ) / Netscape Navigator
% into hypertext Web site Web browser ,7

o figures —
documents=Web page | |
* cross-references collection of  to find and open HTTP
HTML Web pages hypertext documents st o1|‘ les
home page | ! '
,—l—\ to embed on Web server= GUI URL
personalized hyperlinks =host computer U | | : |
start page web site  in documents /\ toclick type of address path
| home page posting hitting ' graphical  server of server
Web page | . (copying (downloading objects/
from any site Web site’s page onto page from hyperlinks list of folders/
prmary page server) server) directories

HTML codes —=> to display Web page
¢ to format document in HTML

HTML tags :
g g o to tell browser how to display
elements on page
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Unit 5. Information Systems

Text 12
Development of Information Systems

I. Read and translate the text.

An information system (IS) is a mechanism that helps people collect,
store, organize, and use information. An information system includes
a means of storing information, a set of procedures for handling
information, and rules that govern the delivery of information to people
in an organization. Traditionally, information systems were manual. One
popular type of manual information system is the card-based system,
such as a card catalog in a library.

Because there are so many types of information and uses for it many
kinds of information systems have been developed: office automation
systems, transaction processing systems, management information systems,
decision support systems, expert systems.

Office automation systems automate routine office tasks, such as
word processing, accounting, document management or communications.
Transaction processing systems not only track and store information about
individual events but also provide information that is useful in running
an organization, such as inventory status, billing, and so on. Management
information systems produce reports for different types of managers.
Decision support systems is a specialized application used to collect and
report certain types of business data which can aid managers in the
decision-making process. Expert systems include the knowledge of human
experts in a particular area (such as medicine or technology) in a knowledge
base. They analyze requests from users and assist the users in developing
a course of action.

A well-structured IS department includes IS managers, computer
scientists, systems analysts, programmers, database specialists, user
assistance architects, technical writers, system or network managers,
trainers, and hardware maintenance technicians. IS professionals support
an organization's information, provide technical support for hardware
and software and are involved in the design and implementation of an
organization's entire information system.

Building Information Systems

The systems development life cycle (SDLC) is an organized method
for building an information system. The SDLC includes five phases: needs
analysis, systems design, development, implementation, and maintenance.
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During the needs analysis phase, the development team focuses on
completing three tasks: (1) defining the problem and whether to proceed,
(2) analyzing the current system and developing possible solutions to the
problem, and (3) selecting the best solution and defining its function.

During the systems design phase, the project team decides how the
selected solution will work; each system activity is defined.

During the development phase, programmers play the key role:
creating or customizing the software for the various parts of the system.
There are two alternative paths through this phase: the acquisition path
or the development path. The project team may decide to buy and then
customize some components for an information system or develop the
needed components themselves. Technical and user documentation is
written during the development phase. Testing is also an integral part of
this phase.

In the implementation phase, the hardware and software are instal-
led in the user environment. The process of moving from an old system
to a new one is called conversion. The project team may follow four
different conversion methods: direct, parallel, phased, and pilot.

During the maintenance phase, IS professionals provide ongoing
training and support to the system's users. Fixes or improvements are
made regularly throughout the remaining life of the system.

Vocabulary

1. information system (IS) [ infa'mei/n 'sistom] —undopmarmonHas cucrema
2. mechanism ['mekonizm] — mexauusm
3. to collect [ka'lekt] — cobupaTts
4. means [mi:nz] — cpencTBoO
5. delivery [di'livari] — mocTaBka
6. manual ['manjual] — pyuHoit, HeaBTOMAaTN3UPOBAHHLIA
7. card catalog [ka:d 'kaetalog] — kaproreka
8. office automation system ['ofis ,0:ta'meifn 'sistom] — cucrema aBTOMa-
TUBAIUN YUPEIKIEHIECKON AeATEJbHOCTY; YIPEKIeHIeCcKas aBTOMa-
TU3MPOBAaHHAS CUCTEMA
9. transaction processing system [traen’zaek[n prou’sesip 'sistom] — cucrema
00pabOTKH TpaH3aKIH
10. management information system [‘'maenidzmont info'meifn 'sistom] —
yOpaBJieHYecKass MHQPOPMAIMOHHAA cucrteMa, MHPOPMAIMOHHO-
yupasJasawomasa cucrema (MIYC)
11. decision support system [di’'sizn sa'pa:t 'sistom] — cucrema nonmepIKKM
npuaaATua pemennit (CIIIIP)
12. expert system ['ekspa:t 'sistom] — sxcriepTHas cucrema
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13.
14.
15.
16.
17.
18.
19.
20.
21.

22.
23.
24.
29.
26.
2.

28.
29.

30.

31.

32.

33.
34.

30.
36.
317.
38.

39
40
41
42
43

to automate ['o:tomeit] — aBToMaTU3MpPOBATHL

routine [ru:'ti:n] — pyTMHHBINA, ITOBCEIHEBHBIN

accounting [o'kauntin] — 6yxraarepckmuii y4ér, GyxXraJrepckoe HeJio
to track [traek] — orcaesxkuBaThb

to run [rAn] —Bectu (meJso, npennpuaTe); paboraTh

status ['steitas] — cocrosaune

billing ['bilip] — BeIMMCHIBaHME cuéTa, HAKJIAIHON

to aid [eid] = to assist [9'siSt] —moMoraTh, OKa3bIBaTh IIOMOIIbL

to decide [di'said] — pemaTs, NpuHMMATL peLIeHNE

decision-making [di'sizn 'meikin] — npuusitue perenns

knowledge ['nolidz] — sHaumne, 3HanuA

knowledge base ['nolidz beis] —6asza s3uaumii

expert ['ekspa:t] — cnenmanuct; sKcnept

to analyze ['@nalaiz] — ananuaupoBaThb

course of action ['ko:s av '@k [n] — xox meiicTBumii

computer scientist [kom'pju:ta 'saiantist] — cermasnmer mo BbIYMCIIM-
TEJIbHBIM CIUCTEeMaM

systems analyst ['sistomz 'aenalist] — cucTeMHBII aHAJUTUK, CIIeI(a-
JIACT TI0 CUCTEMHOMY aHaJMU3y

programmer ['prougra&ma| — mporpaMMUCT

user assistance architect ['ju:za a'sistons 'a:kitekt] — cmenmasnmcr mo
OKa3aHMI0 IIOMOIIM II0JIb30BaTEJIAM

technical writer ['teknikal 'raito] — rexuuyecknii nucareab, pegakToOp
TeXHUYECKOI JOKYMEHTaIUN

to train [trein] —o0y4aThb

trainer ['treina] — crrermaJsmeT Mo 00y4YeHMIO

training ['treinin] — obyuenme

hardware maintenance technician ["ha:dwea 'meintinans tek’nifn] —
CIIELIMAJIVICT II0 allapaTHOMY 00eCIeYeHNIO

to be involved (in) [in'volvd] — saruMaTbea (4.-i1.)

systems development life cycle (SDLC) ['sistomz di'velopmant laif 'saikl]
— KMBHEHHBIN [IMKJ PaspaboTKM CUCTEMBbI

phase [feiz] — daza, sran

needs analysis [ni:dz o'naelisis] — ananms norpebHocTEI

systems design ['sistomz d’izain] — mpoeKTMpoOBaHNME CUCTEMBI
development [di'velopmant] — paspaborka

.implementation [ impliman'tei[n] —Buepenne, peasmaanysi, BBOZ B paboTy
. maintenance ['meintinans] —skcrryaTanms, TeXHUYECKoe 00CIyKIBaHe
. team [ti:m] — rpynma

. to proceed [pra’si:d] — npogoskaTh

. current ['karant] — rexyimit
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44.
45.
46.
47.
48.
49.
00.
ol.
02.
03.
o4.
20.
6.
o7.
08.
29.
60.

to select [si'lekt] — BeIOMpaTh, oTOMpPaTH

activity [sek’tiviti] — melicTBIe, onepanus

key [ki:] — kitoueBoit

to customize ['kastomaiz] — macTpouTn

alternative [o:'ta:nativ] — asbrepHaTUBHBIN

acquistion [,aekwi'zi[n] — mosyuenne, npuobperenue

to test [test] —ucnbITHIBATD, IIPOBEPSATH, KOHTPOJIUPOBATDH, TECTUPOBATD
integral ['intigral] — HeoTBEMIIEMBIIT

to install [in'sto:]] — yeranaBamBaTh, BBOOZUTE B JeiiCcTBUE
conversion [kan'va:[n] — npeobpasoBanne, rnepexo

to follow ['folou] — cremoBaTh

pilot ['pailat] — mpobHEIii, sKCIIEPMMEHTAIBHBI

ongoing ['on gauin] — HempepbIBHBII

fix [fiks] —uacTporika

improvement [im’pru:vmant] — ycoBepiiieHcTBOBaHIE
throughout [Oru:’aut] — moBcrony, Besne

to remain [ri'mein] — ocraBaTbCA

II. Answer the questions.

—

What is an information system?

What are the three basic components of an information system?
What is an example of a manual information system?

What types do information systems fall into?

What are the tasks of office automation systems?

What is the role of transaction processing systems?

What is the purpose of management information systems?
What is a decision support system?

What role do expert systems play?

. What kind of specialists does an Information Systems department
include?

11. What tasks do they perform?

12. What is the systems development life cycle?

13. What tasks does the development team perform during the needs

analysis phase?

14. What is the systems design phase?

15. Why is the development phase the most important one?

16. What are two alternative paths through this phase?

17. What are the tasks of the implementation phase?

18. What does the term “conversion” mean? What are its types?

19. What is the last phase of the SDLC?

© 0N Ok W
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III. Tell whether the following statements are true or false.

1. An information system helps people collect and use information.

2. Information systems do nothing more than store and retrieve data.

3. There is only one type of a computerized information system.

4. An office automation system is designed to help users handle
information-related tasks more efficiently.

5. A well-designed transaction processing system helps users track
every part of a transaction, from the moment it begins until its
completion.

6. Decision support systems are used to process business transactions.

7. A management information system can produce reports that are
useful to different types of managers in an organization.

8. Expert systems are based on a large collection of human expertise
in a specific area.

9. In large organizations the IS department may include hundreds
or even thousands of workers.

10. The systems development life cycle is composed of six phases.

11. The systems development life cycle is so called because it covers
the entire life of an information system.

12. The needs analysis phase begins when a solution is identified for
a new or modified information system.

13. Programmers play the key role in the development phase of the
systems development life cycle.

14. Programmers have the option of developing software from scratch
(Ha mycToM MecTe) or acquiring (mpmobpectn) existing software
and modifying it as needed.

15. Testing typically begins during the last phase of the SDLC.

16. In the implementation phase the system is installed in the user
environment.

17. After a new information system has been implemented changes
can be made during the maintenance phase of the SDLC.

IV. Fill in the blanks.
1. A(n) system uses computers to carry out various
operations, such as word processing, accounting, document
management or communications.

2. Decision support systems generate specific that
managers can use in making mission-critical decisions.

3. The IS department is responsible for generating the
that a business needs to run effectively and efficiently.
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4. The is an organized method for building an
information system.

5. During the phase of the SDLC the project team
tackles the “how” of the selected solution.

6. During the development phase developers may some
components and others.

7. The four conversion methods commonly used in information system
implementation are called , ,
and

8. The final phase of the SDLC is called the phase.

V. Choose the right answer.

1. Modern information systems feature tools that enable users to..
a. sort information. c. analyze information.
b. categorize information. d. all the above.

2. Office automation systems are used to perform operations, such as..

a. transaction processing. c. decision making.
b. word processing. d. developing a course of action.

3. To collect and report certain types of business data which can aid
managers in the decision-making process companies typically use...

a. transaction processing systems.

b. expert systems.

c. management information systems.
d. decision support systems.

4. In many companies computerized information systems are created
and managed by a(n) ..

a. Information Systems department.
b. Decision Support department.

c. Expert Systems department.

d. nobody.

5. The acronym “SDLC” stands for ..

a. systems development life cycle.

b. system design local creation.

c. systematic development of logical constructs.
d. none of the above.

6. The first phase of the SDLC is called the ..
a. systems design phase. c. needs analysis phase.
b. development phase. d. none of the above.

7. During the needs analysis phase the first task is to ..
(s
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a. talk to users of the system.

b. decide whether to buy or build the needed software.
c. define the problem.

d. all of above.

8. There are two alternative paths through this phase: the acquisition
path or the development path.

a. Needs analysis. c. Systems design.
b. Implementation. d. Development.
9.The process of moving from an old system to a new system is called ..
a. implementation. c. development.
b. conversion. d. maintenance.

10. During which phase are errors corrected in the system?
a. Development. c. Implementation.
b. Needs analysis. d. Maintenance.

VI. Match each item to the correct statement below.

a. Office automation system

b. Expert system

c. Decision support system

d. Transaction processing system
e. Management information system

1. Helps to perform tasks, such as word processing, accounting, do-
cument management or communications.
. Provides information for different types of managers.
. Does tasks normally done by humans.
. Tracks series of events.
. Helps managers to make decisions.
. Recommends a course of action.
a. Needs analysis
b. Systems design
c. Development
d. Implementation
e. Maintenance

7. The first phase of the SDLC.
8. Programmers are key players.

S O B W DN

9. Focuses on “how” the system will work.
10. The last phase of the SDLC.
11. Software is created now.
12. Conversion of some type is performed.

78



UNIT 5. Information System

VII. Speak on the contents of the text using the following chart.

—

e means of storing
e procedures for handling
e rules for governing delivery of

information

Information System (IS) = to collect—

to store —
to organize -
to use

—information

IS department

U

T T T T
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PART 11
SUPPLEMENTARY READING

I. Read and translate the text.

II. Make up a chart and speak on the contents of the text.
III. Write an abstract for the text.
IV. Give the summary of the text.

UNIT 1. Computers around Us

Importance of Computer Literacy

Computers are becoming increasingly important tools in all types of
workplaces, from offices to factories.

Today, computers are no longer specialized tools used only by scientists
or engineers. They do not hum behind sealed, glass walls in climate-
controlled environments. Computer systems are everywhere — in places
you cannot see or would not expect to find them. They are a fact of life,
a common thread that ties together our education, work, and home life.

With computers touching nearly every facet of our lives, the issue of
computer literacy becomes important. But what is computer literacy,
and why is it so crucial? Why should you spend your time and energy
studying and becoming "computer literate"?

Technically, to be "literate" in a subject means to have knowledge of
that subject. You understand its basic terms and concepts. As an example,
consider driving a car. If you have a driver’s license, then you are literate
in driving-related terms and you understand the rules of the road. You
were not born with such knowledge or abilities, but it may be hard to
imagine living without them today.

Someday, perhaps sooner than you think, you may not be able to
imagine living without computer skills. Consider the fact that computers
are an essential part of business today, whether you are an auto mechanic
or a surgeon, a journalist or an airline pilot. Like the cars that take us to
work each day, we rely on computers more with each passing year.

How will you benefit from computer literacy?

Increased Employability. If you have basic computer knowledge along
with specific job skills, employers will consider you more trainable in and
adaptable to the computerized work environment.

Greater Earnings Potential. As you increase your computer skills, you
become a more valuable worker, especially if you focus on high-tech
skills such as programming, network administration, or hardware
maintenance. However, you do not have to become a computer expert to

80



UNIT 1. Computers around Us

increase your earnings. Skills that involve application of the computer to
specific tasks (such as desktop publishing or database management) are
highly valued.

Greater Access to Resources. Computers are incredible learning tools,
especially when you have access to data on CD-ROMs or the Internet.
You can use a PC to access vast knowledge bases on almost any topic,
search archives of information dating back decades, and even take online
courses for credit.

Greater Control of Assets. Using the power of the Internet and only
a little knowledge of computers, you can manage your personal finances
and indulge your interests in ways that were not possible just a few
years ago. Online banking and investing give you control of the money
you earn. Online shopping makes it easier than ever to spend your money,
too. New technologies enable you to monitor your entire household via
a PC — to set your air conditioner or alarm clock, start your coffee maker
or sprinklers, and activate your alarm system.

Because of the growth of computer technologies, we now live in an
information society — where information is considered to be an extremely
valuable commodity. Those who control important information, or who
simply know how to access and use it, are key players in the information-
based economy. Computer literacy and the skills you can build with that
literacy are essential to success in this society, not just in our working
lives, but in the way we learn, manage our finances, and improve our
standard of living.

Shapes of Computers Today

Supercomputers are the most powerful computers in terms of
processing. They are useful for problems requiring complex calculations.
Because of their size and expense, supercomputers are relatively rare.
They are typically used by large organizations such as universities,
government agencies, and very large businesses.

Mainframe computers, which generally have many terminals or PCs
connected to them, handle massive amounts of input, output, and storage.
Mainframe computers are commonly used in corporations and government
agencies, but they are also used as e-commerce servers, handling
transactions over the Internet.

Minicomputers are smaller than mainframes but larger than
microcomputers. They usually have multiple terminals. Minicomputers
are used more and more often as network servers and Internet servers.

Workstations are powerful single-user computers that are used by
engineers, scientists, and graphic artists. Like minicomputers, workstations
are often used as network and Internet servers.
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Microcomputers are more commonly known as personal computers.
The term PC often denotes microcomputers that are either IBM-PCs or
compatibles. The term can also refer to personal computers made by
other manufacturers, such as Apple. Desktop computers are the most
common type of personal computer. Notebook computers (laptops) are
used by people who need portable computing power outside the office or
away from home. Handheld personal computers are the smallest computing
devices. They lack the power of a desktop or notebook PC, but they offer
specialized features for users who need only limited functions and small size.

Technical Documentation

Whether you are using an off-the-shelf software application at home or
your employer's proprietary data-mining tools, you should find that both
programs (and almost any other piece of software or hardware you use) are
accompanied by documentation. Documentation can take several forms, but
complete and useful documentation should always be part of any well-developed
product — whether you buy the product from a store or your company
developed it from scratch as part of the corporate information system.

Technical documentation takes two basic forms:

Printed Manuals. Most software and hardware products feature some sort
of printed documentation, although printed manuals are used less frequently
now than in the past. At the least, most commercial products include a short
"getting started" manual, which offers guidance on installation or basic use.
More complex products, like those developed for use in corporate information
systems, may include multiple printed manuals with hundreds of pages.

Online Documents and Help Systems. In recent years, manufacturers
have begun providing users with online documentation rather than printed
manuals because electronic documents are less expensive to produce.
This point is especially important for companies that develop their own
software tools for in-house use. For these businesses, printing documen-
tation can be a time-consuming and expensive process.

Depending on the product, documentation may be developed for
different types of users, based on the expertise or experience:

User Guides. These are designed for end users — people who use the
product simply to perform specific tasks. Generally, user documentation
is tutorial in nature, providing step-by-step instructions, lots of illustrations,
and little or no explanatory text.

Reference Manuals. These manuals may be developed for various
users. Instead of providing step-by-step instructions, reference manuals
include detailed descriptions of commands, features, and capabilities as
well as glossaries of special terms.
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Technical Reference Guides. Intended for high-level users or developers
who will customize the product or develop other applications to work
with the product, these guides are filled with technical details and are
generally of little interest to end users.

Installation Guides. These are designed to lead the user or admini-
strator through the installation process. For many products, installation
is a simple matter requiring little or no documentation. For complex pro-
ducts, however, especially those designed to work with corporate networks
and database management systems, installation is filled with potential
pitfalls. In these cases, detailed installation guides attempt to describe
and resolve any problems the user may encounter.

Configuration Guides. These guides are important references for high-
level users or administrators who must change system settings to make
the product work as desired.

Administration Guides. These guides are written for system
administrators who must ensure that the product works in tandem with
all the other products in the information system, such as the operating
system, network operating system, and DBMS.

Other specialized types of documentation include troubleshooting
guides, technical specifications, and performance-assessment guides.

Computing Issues That Affect Us All

Computer Crime

Our legal system is gradually developing a legal framework for working with
computers and working on the Internet. The most prevalent breach of law in
cyberspace is software piracy, or the illegal copying or use of a program. Several
types of copy protection schemes can be used to stop or slow down pirates.

Computer Viruses

A computer virus is a parasitic program that can replicate itself,
infect computers, and destroy data. Viruses are most commonly spread
by infected disks and when users download infected files over a network
or from the Internet. A new breed of e-mail viruses is spread via files
attached to e-mail messages or in the body of an e-mail message. Users
can protect their data and software by using an antivirus program and
by keeping the program's virus definitions up to date.

Theft

Computer-related theft is a costly problem for organizations and
individual users, especially those who use portable computers. Many
companies literally lock their computer systems with anti-theft devices.
Software theft is a common problem in organizations where software is
left unattended. Companies can combat the problem by keeping software
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in a locked storage location and overseeing its installation on individual
computers. Data theft is perhaps the greatest concern to organizations.
Hackers steal data by accessing a computer's disks over a network. In
addition to stealing data, hackers have been known to destroy data,
crash computer networks, and steal funds electronically. Organizations
can protect the data on their networks by taking appropriate security
measures. Basic measures include requiring users to provide identification
and passwords before accessing the network. More sophisticated measures
include encrypting data to make it unusable to anyone without the proper
decoding key.

Computers and the Environment

The computer industry has become known for planned obsolescence,
with both hardware and software being replaced or upgraded every
couple of years. When disposed of improperly, obsolete hardware and
software contribute to pollution and negatively affect the environment.
Many newer devices are designed under the Energy Star program, which
sets power-consumption standards for computer equipment.

Ethical Issues in Computing

Widespread access to computer technologies has created many ethical
dilemmas. Government, legal, and computing professionals continue to
debate computer-related ethical questions and attempt to develop laws
that protect the freedoms of computer users while limiting immoral or
illegal use of computers.
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Standard Methods of Input

The Keyboard

A standard computer keyboard has about 100 keys; each key sends
a different signal to the CPU. Most keyboards follow a similar layout, with their
keys arranged in five groups. Those groups include the alphanumeric keys,
numeric keypad, function keys, modifier keys, and cursor-movement keys.
Most keyboards use the QWERTY layout, which gets its name from the first six
keys in the top row of letters. Several ergonomically correct keyboards are
available to help users prevent hand and wrist injuries. When you press a key,
the keyboard controller notes that a key was pressed and places a code in the
keyboard buffer to indicate which key was pressed. The keyboard sends the
computer an interrupt request, which tells the CPU to accept the keystroke.

The Mouse

The mouse is a pointing device that lets you control the position of
a graphical pointer on the screen without using the keyboard. Using the
mouse involves five techniques: pointing, clicking, double-clicking,
dragging, and right-clicking.

Variants of the Mouse

A trackball is like a mouse turned upside-down. It provides the
functionality of a mouse — but takes less space on the desktop.

A trackpad is a touch-sensitive pad that may be built into the keyboard
or added to the PC as a separate unit. It provides the same functionality
as a mouse. To use a trackpad, you glide your finger across its surface.

Many notebook computers provide a joystick-like pointing device built
into the keyboard. You control the pointer by moving the joystick. On
IBM systems, this device is called a TrackPoint. Generically, it is called
an integrated pointing device.

Brief History of the Mouse
The mouse's history actually goes back to the early 1960s and
a group of scientists and engineers at the Stanford Research Institute
(SRI) in California. One of those scientists — Doug Engelbart — part of
a team charged with developing ways to "augment human intellect."
Specifically, Engelbart's group was looking for ways to use computer
systems to help people solve complex problems.
In his vision of this problem-solving system, Engelbart saw the need for
a device that would enable the computer user to input data more efficiently
than could be done using other standard input devices of the time, such as
keyboards, light pens, and joysticks. With funding from NASA, Engelbart's
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team developed a series of simple tests to determine which input device
enabled users to move a cursor around the screen in the least amount of time
and with the least effort. In those tests, all the other devices were outdone
by a simple wooden gadget — the mouse — that Engelbart had created with
fellow scientist Bill English.

The first mouse was a small wooden box. Rather than the hard rubber
ball used in modern mice, Engelbart's mouse actually used two small wheels,
placed perpendicular to one another on the mouse's underside. The user
could move the mouse only up and down or side to side (moving diagonally
was a problem), but the device worked well nonetheless and served as
a prototype for the mouse we know today.

The mouse was not noticed immediately by industry titans. In fact,
few people, including leaders at SRI and Palo Alto Research Center
(PARC), saw the mouse's value. Many did not see much of a future for
computers in general, except for use by the military and some large
businesses.

This lack of vision, however, did not stop (or even slow) the visionary
Engelbart. Throughout his career, he has described or developed tech-
nology that was considered to be ahead of its time. His discoveries and
inventions in the fields of networking, hypertext, user interface
technologies, and other computing disciplines continue to affect everyday
computer users. Although the mouse did not make him rich, it helped
launch one of the most brilliant and innovative careers in the history of
computing science.

Alternative Methods of Input

Devices for the Hand

With a pen-based system, you use a "pen" (also called a stylus) to write on
a special pad or directly on the screen. Pen-based computers are handy for
writing notes or selecting options from menus, but they are not well suited for
inputting long text documents because handwriting-recognition technology
has not yet achieved 100 percent reliability.

Touch-screen systems accept input directly through the monitor. Touch-
screen systems are useful for selecting options from menus, but they are
not useful for inputting text or other types of data in large quantities.

A game controller is a special input device that accepts the user's
input for playing a game. The two primary types of game controllers are
joysticks and game pads.

Onptical Input Devices

Bar code readers, such as those used in grocery stores, can read bar codes,
translate them into numbers, and input the numbers into a computer system.
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I'mage scanners convert printed images into digitized formats that can
be stored and manipulated in computers. An image scanner equipped with
OCR software can translate a page of text into a string of character codes in
the computer's memory.

Audiovisual Input Devices

Microphones can accept auditory input. Using speech-recognition
software, you can use your microphone as an input device for dictating
text, navigating programs, and choosing commands. To use a microphone
or other audio devices for input, your computer must have a sound
card installed. A sound card takes analog sound signals and digitizes
them. A sound card can also convert digital sound signals to analog form.

PC video cameras and digital cameras can digitize full-motion and
still images, which can be stored and edited on the PC or transmitted
over a LAN or the Internet.

Monitors and Sound Systems

Monaitors

Computer monitors are roughly divided into two categories: CRT and
flat-panel displays.

Monitors can also be categorized by the number of colors they display.
Monitors are usually monochrome, grayscale, or color. A CRT monitor works
with one or more electron guns that systematically aim a beam of electrons
at every pixel on the screen. Most LCD displays are either active matrix or
passive matrix. When purchasing a monitor, you should consider its size,
resolution, refresh rate, and dot pitch.

The video controller is an interface between the monitor and the
CPU. The video controller determines many aspects of a monitor's per-
formance; for example, the video controller lets you select a resolution
or set the number of colors to display. The video controller contains its
own on-board processor and memory, called video RAM.

PC Projectors

A PC projector is a portable light projector that connects to a PC. This
type of projector is rapidly replacing traditional slide projectors and overhead
projectors as a means for displaying presentations. Many PC projectors
provide the same resolutions and color levels as high-quality monitors, but
they project the image on a large screen. The newest PC projectors use
digital light processing to project bright, crisp images. A DLP projector
uses a special microchip that contains tiny mirrors to produce images.

Sound Systems

Multimedia PCs generally come with sound systems, which include
a sound card, speakers, a CD-ROM or DVD drive, and a video controller.
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Printers

Printers fall into two general categories: impact and nonimpact.
Impact printers create an image on paper by using a device to strike an
inked ribbon, pressing ink from the ribbon onto the paper. Nonimpact
printers use various methods to place ink (or another colored substance)
on the page.

When evaluating printers for purchase, you should consider four
criteria: image quality, speed, initial cost, and cost of operation.

A dot matrix printer is a common type of impact printer. A dot matrix
printer uses a print head, which contains a cluster of pins. The printer can
push the pins out to form patterns, in rapid sequence. The pins are used to
press an inked ribbon against paper, thus creating an image. The lowest
resolution dot matrix printers have an array of nine pins; the highest resolution
dot matrix printers have twenty-four pins. The speed of dot matrix printers
is measured in characters per second.

An ink jet printer is an example of a nonimpact printer. It creates an
image by spraying tiny droplets of ink onto the paper. Ink jet printers
are inexpensive for both color and black printing, have low operating
costs, and offer quality and speed comparable to low-end laser printers.

Laser printers produce higher-quality print and are fast and convenient
to use, but they are also more expensive than ink jet printers. Laser
printers are nonimpact printers. They use heat and pressure to bond tiny
particles of toner (a dry ink) to paper. Laser printers are available in both
color and black and white, and the highest end laser printers provide
resolutions of 1200 dpi and greater.

Snapshot printers are specialized, small-format printers used to print
small color photographs. Snapshot printers are popular among users who
own digital cameras. Snapshot printers are fairly slow, and they can
be more expensive to operate than standard ink jet or laser printers.

Thermal-wax, dye-sublimation, fiery, and IRIS printers are used
primarily by print shops and publishers to create high-quality color images.

Plotters create large-format images, usually for architectural or
engineering purposes, using mechanical drawing arms, ink jet technology,
or thermal printing technology.

Types of Storage Devices

Storage devices can be categorized as magnetic or optical. The most
common magnetic storage devices are diskettes, hard disks, high-capacity
floppy disks, disk cartridges, and magnetic tape. The primary types of
optical storage are compact disk read-only memory (CD-ROM), digital
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video disk read-only memory (DVD-ROM), CD-Recordable (CD-R), CD-
ReWritable (CD-RW), DVD-Recordable (DVD-R), DVD-ReWritable
(DVD-RW) and PhotoCD.

Magnetic Storage Devices

Magnetic storage devices work by polarizing tiny pieces of iron on
the magnetic medium. Read/write heads contain electromagnets that
create magnetic charges on the medium. Diskette drives, also known
as floppy disk drives, read and write to diskettes. Diskettes are used
most often to transfer files between computers, as a means for
distributing software, and as a backup medium. 3.5 inches diskettes
are available at present. Before a magnetic disk can be used, it must
be formatted — a process that maps the disk's surface and creates
tracks and sectors where data can be stored. When a disk is formatted,
the operating system creates four distinct areas on its surface: the
boot sector, FAT, root folder, and data area.

Hard disks can store more data than diskettes because of their higher-
quality media, faster rotational speed, and the tiny distance between the
read/write head and the disk's surface. Removable hard disks combine
high capacity with the convenience of diskettes.

High-capacity floppy disks are becoming a popular add-on for many
computers. They offer capacities up to 250 MB and the same portability
as standard floppy disks.

Data cartridges are like small removable hard disks and can store up
to 200 GB.

Magnetic tape systems offer slow data access, but because of their
large capacities and low cost, they are a popular backup medium.

Onptical Storage Devices

CD-ROM uses the same technology as a music CD does; a laser reads
lands and pits on the surface of the disk. Standard CD-ROM disks can
store up to 700 MB. Once data is written to the disk, it cannot be changed.

DVD-ROM technology is a variation on standard CD-ROM. DVDs
offer capacities up to 17 GB.

Other popular variations of CD-ROM and DVD-ROM are CD-
Recordable, CD-ReWritable, DVD-Recordable, DVD-ReWritable and
PhotoCD.
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UNIT 3. Operating System

Operating System

An operating system (OS) is a software program that provides you
with the tools (commands) that enable you to interact with the PC.

Most modern operating systems employ a graphical user interface
(GUI) with which users control the system by pointing and clicking
graphical objects on the screen. A GUI is based on the desktop metaphor.
Icons, windows, menus, dialog boxes, and other graphical objects appear
on the desktop for the user to manipulate. Applications designed to run
under a specific operating system use the same interface elements, so
users can see a familiar interface no matter what programs they are
using. Some older operating systems, such as DOS and UNIX, use
command-line interfaces, which the user controls by typing commands
at a prompt.

The operating system manages all the other programs that run on
the PC. The operating system also provides system-level services,
including file management, memory management, printing, and others,
to those programs. Some operating systems, such as Windows, enable
programs to share information. This capability enables you to create
data in one program and use it again in other programs without
recreating it. Modern operating systems support multitasking, which is
the capability of running multiple processes simultaneously.

The operating system keeps track of all the files on each disk. To
track the location of each file, the operating system maintains
a running list of information on each file, in a table that is typically called
the file allocation table (FAT). Users can make their own file ma-
nagement easier by creating a hierarchical file system that includes
folders and subfolders arranged in a logical order.

The operating system uses interrupt requests (IRQs) to maintain
organized communication with the CPU and other pieces of hardware.
Each of the hardware devices is controlled by another piece of software,
called a driver, which allows the operating system to activate and use
the device.

The operating system also provides the software necessary to link
computers and form a network.

Types of Operating Systems

UNIX was the first multi-user, multiprocessor, multitasking operating
system available for use on PCs. In many ways, UNIX served as the
model for other PC operating systems.
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DOS is a single-user OS that supports only 640 KB of memory. It
features a command-line interface and does not support multitasking or
multiprocessing.

The Macintosh operating system supports the graphical nature of the
Macintosh computer. The Mac OS brought the first truly graphical user
interface to consumers. It also brought interface conformity to the desktop.

Windows 3.0, 3.1, and 3.11 brought a graphical user interface and
multitasking capabilities to PCs that ran DOS. Windows 3.x is an operating
environment.

IBM's OS/2 Warp was the first true GUI-based operating system for
Intel-based PCs. OS/2 is a multitasking operating system that provides
support for networking and multiple users.

Microsoft's Windows NT was originally meant as a replacement for
DOS but was too resource-intensive to work on most PCs at the time of
its release. Microsoft issued two versions — Windows NT Workstation
and Windows NT Server.

Windows 95 was Microsoft's first true GUI-based, 32-bit operating
system for Intel PCs. Its strengths include multitasking and the capability
to run older DOS and Windows 3.x programs.

The features of Windows 98 include advanced Internet capabilities,
an improved user interface, and enhanced file system performance,
among others.

Linux is a version of UNIX and is available free or at a low cost from
various sources. Despite its low cost, it is a powerful 32-bit OS that
supports multitasking, multiple users, networking, and almost any
application.

Windows 2000 includes the same interface and features of Windows
98, with the file system, networking, power, and stability of Windows
NT. Several versions of Windows 2000 are available, each targeting
a specific user or computing environment.

Windows XP

Windows XP is a line of operating systems developed by Microsoft
for use on general-purpose computer systems, including home and business
desktops, notebook computers, and media centers. The letters «XP» stand
for experience. Windows XP is the successor to Windows 2000 and is the
first consumer-oriented operating system produced by Microsoft to be
built on the Windows NT kernel and architecture. Windows XP was first
released in October 2001. The most common editions of the operating
system are Windows XP Home Edition, which is targeted at home users,
and Windows XP Professional, which has additional features, such as
support for Windows Server domains and dual processors, and is targeted
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at power users and business clients. Windows XP Media Center Edition
consists of Windows XP Professional with new features enhancing the
ability to record and watch TV shows, watch DVDs, listen to music and
more. Windows XP Tablet PC Edition is designed to run the ink-aware
Tablet PC platform. Two separate 64-bit versions of Windows XP were
also released, Windows XP 64-bit Edition for IA-64 (Itanium) processors
and Windows XP Professional x64 Edition for AMD64/EM64T processors.
Windows XP is known for its improved stability and efficiency over
previous versions of Windows. It presents a significantly redesigned
graphical user interface (GUI), a change Microsoft promoted as more
user-friendly than previous versions of Windows. New software
management capabilities were introduced to avoid the “DLL hell” that
plagued older consumer versions of Windows. It is also the first version
of Windows to use product activation to combat software piracy,
a restriction that did not sit well with some users and privacy advocates.
Windows XP has also been criticized by some users for security
vulnerabilities, tight integration of applications such as Internet Explorer
and Windows Media Player, and for aspects of its user interface.

Windows Vista is scheduled to be the next major revision of Microsoft
Windows, with a planned release date of November 2006 for business
editions, and January 2007 for other editions.

Brief History of Linux

Linus Torvalds was a student at the University of Helsinki in 1991
when he decided to create a new and different "UNIX clone." Torvalds
decided the new OS would be named "Linux," a combination of his name
and "UNIX."

Torvalds had two goals. First, he wanted to create a powerful, feature-
rich OS that provided the same functioning of UNIX. His OS would run
on almost any computer, regardless of its architecture or the type of
applications it hosted. Second, the OS would be completely open; anyone
could contribute to its development and adapt or change its code, as long
as they made their innovations public and did not take credit for anyone
else's work. As part of its openness, Linux would be available for free to
anyone who wanted it, although no one would be prohibited from selling
their version of Linux as long as they made their innovations public and
kept the OS completely open.

To achieve these goals, Torvalds decided that Linux would be built
from the ground up, without using any code from any commercial version
of UNIX. To keep Linux open, Torvalds posted a message on the Internet
in 1991 inviting programmers around the world to help him develop the

new operating system.
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The call was taken up by dozens of programmers, who immediately
wanted to share Torvalds' dream. Piecing the work out among them-
selves, different programmers tackled different aspects of the program,
sharing code and ideas over the Internet. By 1994, enough pieces had
been stitched together and the first version of Linux was released to
anyone who wanted to download it.

Although commercial versions of the OS now exist, Linux remains
open and still attracts a community of developers interested in
contributing to it. By some estimates, Linux runs on more than 10 million
computers, a number that is growing rapidly. An ever-increasing number
of corporate IT and database managers, Web site operators, and ISPs
are using Linux as the core operating system on mission-critical computer
networks.

There is probably no greater mark of Linux's acceptance, however,
than the acknowledgment it has received from Microsoft. Although few
people believe that Linux will ever replace Windows as the desktop
operating system of choice (or replace Windows NT as the primary network
OS), Microsoft executives have said that they view Linux as a legitimate
competitor.

Leading hardware vendors — including Intel, IBM, Compaq, and others
— have announced their support of Linux. In fact, some server-class
computers are now being shipped with Linux, rather than UNIX or
Windows NT, installed. In the software world, leading database companies
such as Informix and Oracle have announced that their corporate database
products will be tailored to run under Linux.

For computer users in the home and in most average business settings,
Linux is not an issue. With its cryptic command-driven interface, Linux
is not likely to become the operating system of the masses, even though
developers have created a Windows-like GUI for it.
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Word Processing and Desktop Publishing Software

Word Processing Software

A word processor provides tools for creating, editing, and formatting
text-based documents. Leading word processing programs include
Microsoft Word, Corel WordPerfect, and Lotus WordPro. In a typical
word processor interface, you will find a document area, menu bar,
toolbars, rulers, scroll bars, and a status bar.

While entering a text, a blinking insertion point in the document
window shows you where characters will be placed as you type. The
Backspace and Delete keys let you remove characters quickly. An
AutoCorrect feature can correct some errors as you type. To perform
most kinds of editing or formatting on text, you must first select the text;
then any editing or formatting commands you issue are applied to all the
selected text.

A word processor allows you to format the text. Character formats
include fonts, type size, type styles, and color. Paragraph formats
include line and paragraph spacing, indents and alignment, borders,
and shading. Document formats include margins, page size and orien-
tation, headers, and footers.

Word processing programs have special features. They enable
you to add graphics and sound files to your documents. You can use
a spell checker, grammar checker, and thesaurus to improve the
language of a word-processed document. Using mail merge, you can
combine a form letter with contents from an address database and
create a separate copy of the letter for each person in the database.
Templates are predesigned documents. They simplify document
design, enabling you to create professional-looking documents simply
by typing your text.

Word processing programs can create documents in HTML format,
which are ready to be published as pages on the World Wide Web. To
create an HTML document in a word processor, create a document as
you normally would. The word processor converts the document by
inserting all the required HTML codes.

Desktop Publishing Software

Desktop publishing (DTP) software is specialized for designing and
laying out long or complex documents. Documents created in DTP software
are ready to be sent to a professional printer.
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Spreadsheet Software

Spreadsheet programs provide tools for working with numerical data.
Leading spreadsheet programs include Microsoft Excel, Corel Quattro
Pro, and Lotus 1-2-3. In addition to standard interface components,
a spreadsheet also provides a formula bar where you can enter, view,
and edit data. In a spreadsheet program, you work in a worksheet.
Worksheets can be collected into groups called workbooks. A worksheet
contains a series of columns and rows. Each row-and-column intersection
is called a cell. Cells contain the data in the worksheet. Each cell is identified
by a cell address, which is the combination of the cell's column letter and
row number. You can enter text, values, dates, and formulas in the cells
of a worksheet.

Formulas are used to perform calculations in the worksheet. For-
mulas can use cell references to use data in other cells. A function is
a predefined formula provided by the spreadsheet program.

Spreadsheets provide many of the same formatting tools found in
word processors. You can select a contiguous group of cells, called
a range, for formatting or editing. Values and dates can be formatted in
numerous ways.

Spreadsheet programs provide charting tools, which let you create
graphical representations of your data. To create a chart, select the data
to be charted, select a chart type, and set the desired chart options. The
spreadsheet program creates the chart for you.

Spreadsheets are useful for analyzing your data. Analysis can help
you reach a desired numeric result. What-if analysis lets you test different
scenarios to see how each affects the results of a calculation. Goal seeking
and sorting are other common data analysis tools found in spreadsheets.

Database Management System

A database management system is a program, or collection of
programs, that allows any number of users to access and modify the data
in a database.

Many different DBMS programs are available. Enterprise-level
products, such as Oracle, DB2, and Sybase, are designed to manage large
corporate or special-purpose database systems. Programs such as Microsoft
Access, Corel's Paradox, and Lotus Approach are popular among individual
and small-business database users.

The DBMS interface presents the user with data and the tools required
to work with the data. Data management functions include: creating
tables, entering and editing data, viewing data, sorting records, querying
the database, generating reports.
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To create a new database, you must first determine what kind of
data will be stored in each table. In other words, you must define the
table's fields with a three-step process: name the field, specify the field
type, specify the field size. Most modern database systems can work with
seven predefined field types: text fields, numeric fields, date fields, logical
fields (called Boolean fields), binary fields, counter fields (sometimes
called autonumber fields) and memo fields (also called description fields).

After the table has been set up, data can be entered. In most cases,
entering data is a matter of typing characters at the keyboard. Most
DBMSs allow you to create a data entry form to make data entry easier.

Sometimes viewing the entire table is unwieldy because there are
too many entries. For displaying a selected list or subset of records
from a table filters can be used. They tell the DBMS to display those
records that satisfy the condition while hiding — or filtering out — those
that do not.

One of the most powerful features of a DBMS is the ability to sort
a table of data, either for a printed report or for display on the screen.
Sorting arranges records according to the contents of one or more fields.
For example, in a table of products, you can sort records into numerical
order by product name or into alphabetical order by product name.

You can enter expressions or criteria that allow the DBMS to locate
records, establish relationships or links between tables to update records,
list a subset of records, perform calculations, delete obsolete records,
perform other data management tasks. Any of these types of requests is
called a query, a user-constructed statement that describes data and sets
criteria so that the DBMS can gather the relevant data and construct
specific information. In the mid 1970s mainframe database developers
created the Structured English QUEry Language (SEQUEL), and its later
variant SQL. They are English-like query languages that allow the user
to query a database without knowing much about the underlying database
structure. In addition to SQL, PC-based databases sometimes use a query
/programming language called Xbase.

Not all DBMS operations have to occur on screen. Just as forms can be
based on queries, so can reports. A report is printed information that, like
a query result, is assembled by gathering data based on user-supplied
criteria. In fact, report generators in most DBMSs create reports from queries.

Presentation Programs

Presentation programs enable you to create a series of slides that can
be used to support a discussion. A presentation can be saved as a single
file containing one slide or many slides that are used together. Slides can
include different types of text, charts, tables, and graphics. Most presen-
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tation programs provide templates, which are predesigned slides. Slides
can be formatted with different fonts, colors, backgrounds, and borders.
Using frames, you can resize many of the elements in a slide. Presentation
programs provide several special features that enable you to add anno-
tations to your slide show, create animations within slides, convert a slide
to an HTML document, and more.

You can add different media types, such as audio or video files, to
your slides. If you present your slide show directly from your PC's disk
(and if the system is connected to a suitable video and audio output
device), you can present its multimedia elements.

You can print your slides and present them using a slide projector
or overhead projector. An efficient way to present a slide show is to
display the slides directly from the PC's disk. This technique enables
you to present slides out of order or even mark slides as they appear on
the screen. Depending on the size of your audience and room, you can
display slides on the PC's monitor, project them onto a screen, or connect
the PC to a television or larger display. You can move from one slide to
the next manually, or you can automate the presentation so that each
slide appears on screen for a set amount of time before being replaced
by the next slide.

Managing the Small or Home Office

Because resources are so limited for the small-business owner,
application suites and a new breed of financial software are making it
easy to run a small office/home office (SOHO). Instead of relying on
outside accountants, marketers, designers, and other consultants, many
SOHO workers can do many nontraditional chores — as well as their
normal work-by using sophisticated software packages. These applications
help small business owners solve various problems without making
a large educational or monetary investment.

Application suites such as Microsoft Office, Corel's WordPerfect Office,
and Lotus's SmartSuite include the following types of programs:

Word Processor. Most word processors include professional templates
to give documents a clean look and help the user with spelling, grammar,
and word choices. Word processors greatly simplify mass mailings and
can print envelopes, brochures, and other complex documents. For SOHO
workers who want to design their own Web pages, a word processor may
be the only tool they need.

Spreadsheet. Spreadsheets help managers tackle crucial financial tasks.
The resulting files can be imported into many financial or accounting
programs and can be useful to an accountant or consultant.
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Database. These packages enable the small-business owner to track
products, orders, shipments, customers, and much more. When used as
part of an application suite, the database program can provide much of
the data required for invoices, receipts, form letters, and other mission-
critical documents.

Presentation. These programs help the user quickly create impres-
sive presentations for use in slide shows in overheads and on the computer
screen. Color graphics, animation, and concise text can help persuade
clients and close sales.

E-Mail, Contact, and Schedule Management. Even in a small office,
time is valuable and people cannot afford to confuse schedules. Programs
like Microsoft Outlook and Lotus Organizer help people (individually and
in groups) manage and coordinate their schedules, set appointments, and
manage contacts. These programs offer e-mail software, making it even
easier to send a message to someone from the contact list.

The specialty software market for small businesses is growing rapidly.
Here are three examples of the types of special business-oriented programs
targeted at small businesses:

Financial. These inexpensive yet powerful packages can track
inventories, billings, expenses, and much more. They can also help the
user categorize income and expenses and do tax planning.

Business Planning. New business-planning programs provide tem-
plates to help the user create business plans and customize documents by
industry, product type, or market type. These programs can help the
aspiring business owner find investors.

Tax Planning and Preparation. Tax software enables business owners
to prepare their own taxes without using an accountant or consultant.
The user plugs in the numbers; the software does the rest.

Working With Images

Computer Platforms Used for Graphics

Today, almost all commercial graphics work, design, and illustration
is done on the computer rather than by hand. Designers need to be as
skilled with computers and software as they are with artistic techniques.

The era of art on personal computers was started in 1984, with the
release of the first Apple computers. Their use of pointing devices, the
WYSIWYG interface, and graphics programs made Apple and Macintosh
computers a good choice for artists and designers.

With the advent of Windows, IBM-compatible PCs caught up with
the Macintosh in terms of graphics performance. Today, PCs are also
used extensively in the graphics and design fields.
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Because of their power and expense, workstations are reserved for
the most demanding graphics applications.

Graphics software is available for different computer platforms,
including Macintosh computers and IBM-compatible PCs. Some graphics
applications are available only for workstations.

Types of Graphics Files

Graphics files fall into one of two basic types: bitmap and vector.

Bitmap graphics define images as a grid of cells, with each cell filled
with a color. Vectors define objects in a drawing by using mathematical
equations to pinpoint their location and other features.

A file format is a means of encoding data for storage. Many different
file formats are used with graphics. Common bitmap file formats are
BMP, PICT, TIFF, JPEG, and GIF. Not all file formats work in all pro-
grams, a problem called incompatibility. To solve this problem, developers
have created universal file formats that are compatible across various
software applications.

Getting Images Into Your Computer

Scanners enable the user to digitize hard-copy images such as photo-
graphs so they can be stored and edited in a computer.

Digital cameras are gaining popularity among professional and casual
photographers. A digital camera stores images in its memory or on a disk
until they can be loaded into a computer.

Clip art and electronic photographs are images that are already
available in digital form. These images cover a wide range of subjects,
from cartoons to business. Clip art can include sketches and drawings as
well as high-quality photographs.

Graphics Software

Paint programs work with bitmap images and manage the individual
pixels that make up an image. Paint programs include various tools and
can be used to add special effects to an image.

Photo-manipulation programs work with bitmap images and are
widely used to edit digitized photographs. You can use a photo-manipu-
lation program to repair problems with an image, such as adjusting colors
or hiding mistakes. Powerful photo-manipulation programs can produce
sophisticated effects, such as combining multiple images into a seamless
whole, hiding parts of an image, creating text, and more.

Draw programs work with vectors and give the designer a great deal
of flexibility in editing an image. Objects created in a draw program can
be altered easily and without loss of image quality. Draw programs work
well with text.
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Computer-Aided Design (CAD) software is used in technical design
fields to create models of objects that will be built or manufactured. CAD
software allows users to design objects in three dimensions (3-D), and
can produce 3-D wireframe and solid models.

Three-dimensional (3-D) modeling programs are used to create
spectacular visual effects.

Three-dimensional modeling programs work by creating objects via
surface, solid, polygonal, or spline-based modeling.

Computers are used to create animation for use in various fields,
including games and movies. Fly-bys and walk-throughs are basic types
of computer animation. Character animation is the art of creating a cha-
racter and making it move in a lifelike manner. Compositing tools allow
game makers and filmmakers to add characters and objects to scenes
that did not originally contain them.

The GIF and JPEG image formats are the most widely used formats on
the World Wide Web. Animation can be added to a Web page by using
simple animated GIF images or plug-in software such as Flash or Shockwave.

Digital Photography

Digital cameras are rapidly increasing in popularity, to the point that
many professional photographers now use digital equipment almost ex-
clusively. As prices drop and more models become available, digital cameras
are also finding their way into an ever-increasing number of homes.

Photography the Old Way

Traditional cameras work by exposing a piece of film (celluloid covered
with a light-sensitive emulsion, such as silver nitrate) to light for a fixed
amount of time. The film reacts to the light that passes through the
camera's lens, "capturing” reflected images.

The biggest advantage of traditional photography is that, depending
on the equipment and conditions, a photograph can have almost infinite
resolution. That is, its quality is not limited by the finite number of "dots"
that comprise the image.

Traditional photography also has some drawbacks. Film must be processed
before the results can be seen. Great care must be taken to preserve the
negative image produced on the film. It can be extremely difficult to
modify a film-based photograph, using traditional processing methods.
Finally, film processing and printing can be a slow, expensive process.

And the New Way

Instead of using only a lens to capture light, most digital cameras use
a charge-coupled device (CCD) to convert light into a digital image. CCDs
are commonly used on scanners and video cameras as well as digital
cameras.
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After capturing an image, a digital camera stores it in a special type
of memory or on a magnetic disk. Manufacturers have developed a variety
of storage technologies. Some cameras use a standard 3.5-inch floppy
disk for storage. Other cameras use PC Cards or special "memory sticks"
to hold photos; these devices use flash memory to store data even when
the camera is turned off.

Digital cameras can store photos in a variety of formats, which may
require different amounts of storage and provide varying resolutions.
Most digital cameras can store images in high-resolution JPEG or
TIFF formats, but these formats consume a great deal of storage space.

The biggest advantage of digital photography is convenience. Many
cameras provide LCD screens so you can review a picture right after
taking it. This lets you decide whether you want to keep or delete the
picture. Instead of taking film to a developing lab, you can copy the
images to a PC and print them out.

Printing is both the biggest blessing and biggest curse of digital
photography. Even though digital cameras store pictures at very high
resolutions (millions of pixels per image), the printed image's quality is
restricted to the printer's quality. So, if you use a color ink jet printer
with a resolution of 300 x 600 dpi, that's as good as your images will look.
For best results when printing digital photographs, use premium-quality
photo printing paper, which is available at any office supply store.

You can use color laser printers for higher-resolution printing, but
they are very expensive. A less expensive option is the snapshot printer,
which offers near-photographic resolution, but snapshot printers are slow
and most print only small formats.

Even so, digital cameras are a boon to many people. You can use
digital photos in Web pages and documents. Using PhotoCD or a CD-R
device, you can store hundreds of photos on a single disk. And, in spite of
their limited resolution, home-printed photos are faster and cheaper than
professionally printed photos from film.

Multimedia

A medium is a way of communicating information, such as speech or
text. Multimedia is the use of more than one unique medium at a time.
Multimedia programs are described as interactive if they accept input
from the user and enable the user to direct the flow of information or
action in the program. The term mnew media is used to describe the
combination of multimedia programming and communications technologies
that enable multimedia to be distributed in different ways (such as on
disk, via the Internet, or over television).
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Effective multimedia programming provides information that is
layered and multidimensional. In layered multimedia, multiple types of
information may be presented simultaneously. In multidimensional
programming, the user can approach information in different ways, such
as a text-only description or an animated demonstration.

Navigation is the act of moving through electronic information. Multi-
media products typically provide the user with a set of navigation tools.

Hypermedia is commonly used in multimedia products. When the
user chooses a hypermedia link, the program moves to a different
piece of information, possibly represented by a different type of media.

In creating multimedia products, developers must be aware of the
capabilities and features of the user's computer. Hardware and software
manufacturers have developed sets of standards for computer systems
that will be used with multimedia products.

Multimedia programs are used in a wide variety of ways.

Multimedia is commonly used in schools, where students use CD-ROM-
based reference materials and tutorials and use the Internet to collaborate
with students in other locations. By using multimedia programs and delivery
mechanisms like the Internet and television, schools can support distance
learning, which allows students to take classes without actually traveling to
school. Online courses are typically called virtual universities. In the workplace,
companies commonly use multimedia programs to train employees. These
training programs (called computer-based training, or CBT) are sometimes
done online but can also be provided on disk. Multimedia is frequently used
in the home, whether on a PC, television, or the Internet. Home users consume
a wide variety of multimedia products for entertainment and learning.

Creating and Distributing New Media Content

The process of creating a multimedia product usually results from
the effort of a group of professionals who follow a multistep process. The
development process involves defining the audience, designing the product,
choosing development tools, creating content, multimedia authoring, and
testing. Multimedia developers must gain a detailed understanding of the
audience who will use the final product to make sure it will succeed.
Using basic tools such as outlines and storyboards, designers lay out and
organize the content and flow of the information for their products. Because
a multimedia product can use so many types of media, designers use
a wide variety of tools to create individual components, ranging from
text editors to video editors. After the individual components of a mul-
timedia product are created, the developer uses sophisticated multi-
media authoring tools to assemble them into a single working program.
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Technologies That Support New Media

A wide range of new technologies has been created to support mul-
timedia on CD-ROM and the Internet. These technologies enable deve-
lopers to create sophisticated content using almost any type of medium
and allow the end user to play the content in a seamless manner.

The MPEG, AVI, and QuickTime formats are just a few technologies
that allow full-motion video files to be compressed and played back on
a PC, whether from a CD or an Internet connection. The RealAudio and
RealVideo formats are the current standard for streaming audio and
video played over an Internet connection. Formats such as Macromedia's
Shockwave allow developers to create entertaining, colorful animation
that not only displays directly within a browser but also accepts input
from the user.

Distributing New Media Content

The three primary means of distributing new media content are CD-
ROM (or DVD-ROM), the Internet, and television. CD-ROM is the most
widely used vehicle for distributing multimedia programs. Because of its
storage capacity and ease of use, CD-ROM is used for games, references,
CBTs, and many other types of multimedia products. The Internet is
rapidly becoming an effective way to distribute new media content as
new technologies emerge to enhance interactivity and performance.
Television is seen as the ultimate multimedia delivery vehicle, but its
interactive capabilities are limited. This limitation may change, however,
as two-way Internet and satellite connections are integrated into television
programming.

Virtual Reality

Virtual reality (VR) — the computer-generated simulation of
a real or imagined physical space — is probably the ultimate multimedia
experience because it immerses you in a completely artificial environment.
VR environments typically produce one of three possible image types:

Simulations of Real Places. You might find yourself in a virtual room,
car, or cave.

Simulations of Imaginary Places. In this kind of simulation, you could
be riding alongside King Arthur or battling aliens.

Simulations of Real Things That Do Not Exist. In this kind of simu-
lation, you could walk through a building that has not been built yet.

Uses for Virtual Reality

People use these VR simulations in many situations:

Training. VR simulations of air combat, space shuttle flights, or nuclear
reactor meltdowns provide excellent low-cost training areas.
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Document and Facilities Management. Virtual reality allows you to
file electronic documents visually. Using such a system, you can create
a virtual model of a factory and then attach maintenance records to
each item within the factory.

Design. By building a prototype in VR, a designer can work out design
and construction flaws before the product leaves the drawing board.

Entertainment. VR games and adventures are the ultimate fantasy
experience.

VR Hardware and Software

VR technology appears in the following formats:

On-Screen. Images are displayed on a computer screen. The user is
outside the environment, which limits the "reality" effect.

There are many different head-mounted VR displays. Using such
a device, the wearer feels immersed in the virtual environment, without
distractions from outside.

Head-Mounted Displays. Developers have created helmets and goggles
that display stereoscopic images close to the user's eyes. The images
block the outside world and create the illusion of a world that wraps
around the wearer. As the wearer turns his or her head, tracking devices
tell the computer to change the image, allowing the wearer to look around
the virtual environment rather than stare straight ahead.

Rooms. These rooms, called Cave Automatic Virtual Environments
(CAVEs), contain complex projection and stereo equipment that create
a complete virtual world. The user can move around the room and move
objects with the aid of a wand.

Clothing. Developers are working on VR clothing, like chest pads and
gloves, that provide tactile feedback when you touch a virtual object.

The most impressive VR equipment costs hundreds of thousands of
dollars. Nevertheless, home users can experience convincing VR using
low-end equipment and a home PC.

PC As an Entertainment Center

Except for the occasional beep, computers were once silent machines. And
they were not much to look at, with their black-and-white screens displaying
nothing but rows of text. But the increasing demand for multimedia has made
color, graphics, animation, full-motion video, and stereo sound important
capabilities for nearly every new computer and many software applications.

With the introduction of sound cards in the late 1980s, computers
could play recorded sounds and music (from an application or a compact
disk) and even synthesize sounds. Thanks to recent innovations in com-
puter audio, sound has become an integral part of everyday computing,
and computers have become an integral part of the audio industry.
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The same is true with graphics and video. The PCs of a decade ago
could barely display menus, let alone graphics with millions of colors,
animation, and video. As video technologies have improved, however,
users expect their computers to function like a television. The advent of
graphically rich programs, multimedia events, the Internet, and DVD
has made the PC a video-on-demand resource. For a growing number of
users, the PC is part of the home entertainment system or is replacing
some home entertainment components entirely. Here are just a few
examples of entertainment options that you can access with a typical
multimedia PC:

Music on CD. If your PC includes a CD-ROM drive, a sound card, and
speakers, you can play music from any audio compact disk. Most multimedia
PCs include simple audio-playback software that lets you start, stop, pause,
and random-play songs from a CD. Many audio-playback programs let
you create favorites lists and log your CDs to identify artists and tracks.

Movies on DVD. Many newer model multimedia PCs include DVD
drives rather than CD-ROM drives. DVD drives can play audio compact
disks just like CD-ROM drives but can also play digital video disks.
You can watch full-length movies with stereophonic sound at your PC.

Watch Television. If your PC has a television tuner card (a special
video card that can accept a broadcast signal through television antennae
or cable), you can use your PC as a television. Special services like WebTV
enable users to access program listings, set reminders to tune in, and more.

Listen to Radio. Around the world, hundreds of radio stations are
now Webcasting their programs over the Internet. Multimedia players,
such as Windows Media Player, RealPlayer G2, and others, enable you
to tune into traditional broadcast stations and dozens of net radio outlets,
which distribute their audio exclusively over the World Wide Web. Most
of these stations broadcast live, in real time, on the Internet. Some also
provide prerecorded programming. Formats include music of all kinds,
news and sports, talk, call-in, and more.

Watch Streaming Video and Audio. With an Internet connection and
a player like RealPlayer G2, you can tune into The Weather Channel,
CNN, and other cable television channels without connecting cable TV or
an antenna to your PC. These services use streaming audio and video
technology to transmit programming to your PC so it plays smoothly. For
best results, you need a fast PC and a broadband Internet connection,
such as a cable modem or an ISDN line.

Enjoy Recorded Music Over the Internet. Using technologies like
RealPlayer, LiquidAudio, and others, you can listen to prerecorded music
over your Internet connection. Using newer multimedia file-compression
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technologies like MP3 or a2b, you can download songs to your computer
and listen to them any time. If you have a CD-ROM drive that records
compact disks or a portable MP3 player (such as Diamond Multimedia's
Rio player), you can take your recordings with you anywhere.

Utility Software

A utility is a program that performs a task not typically handled by
the operating system or that enhances the operating system's functioning.
Some of the major categories of utilities include file defragmentation
utilities, data compression programs, backup utilities, antivirus programs,
and screen savers.

Using a file defragmentation utility like the Disk Defragmenter (built
into Windows 95, 98, and 2000), you can rearrange the fragmented pieces
of data so your files are stored in contiguous sectors.

Data compression utilities such as WinZip, StuffIT, and others use
special algorithms to search files for unnecessary bits, which are stripped
out. The process can significantly shrink some types of files. In this
collection of compressed files, some files have shrunk by more than
80 percent.

Backup software can help you copy large groups of files from your
hard disk to another storage medium, such as tape or a CD-R disk. Many
newer operating systems feature built-in backup utilities, but feature-
rich backup software is available from other sources. These utilities not
only help you transfer files to a backup medium, they also help organize
the files, update backups, and restore backups to disk in case of data loss.

A virus is a parasitic program that can delete or scramble files, or
replicate itself until the host disk is full. Computer viruses can be
transmitted in numerous ways, and users should be especially vigilant
when downloading files over the Internet or reusing old diskettes that
may be infected. Antivirus utilities examine specific parts of a disk for
hidden viruses and files that may act as hosts for virus code. Effective
antivirus products not only detect and remove viruses, they also help
you recover data that has been lost because of a virus.

Screen savers are popular utilities, although they serve little purpose
other than to hide what would otherwise be displayed on the screen.
A screen saver automatically displays when the system has been unused
for a specified period of time. Screen savers display a constantly moving
image on the screen and were originally created to prevent constantly
displayed images from "burning"” into the monitor. Today's monitors do
not suffer from this problem, but screen savers remain a popular utility
because they add personality to the user's system.
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UNIT 5. Processor and Memory

CPUs Used in Personal Computers

Since 1978, Intel's processors have evolved from the 8086 and the
8088 to the 80286, 80386, and 80486, and then to the Pentium family of
processors (which includes the Pentium, Pentium Pro, Pentium with MMX,
Pentium II, Pentium III, Celeron, and Xeon processors). With the Pentium
IIT processor, Intel achieved clock speeds greater than 500 MHz.

Advanced Micro Devices (AMD) was long known as a provider of
low-performance processors for use in low-cost computers. That reputation
changed in 1998, however, with the release of the K6 line of processors,
which challenged Intel's processors in terms of both price and performance.
With the K6-1II processor, AMD broke the 600 MHz barrier, claiming the
fastest processor title for the first time in IBM-compatible computers.

Cyrix began as a specialty chip maker but eventually began producing
microprocessors including the MediaGX processor and now the MII series
of processors.

Motorola makes the CPUs used in Macintosh and PowerPC computers.
Macintosh processors use a different architecture than IBM-compatible
PC processors. PowerPC processors are RISC processors. Instruction sets
for RISC processors are kept smaller than those used in CISC chips. This
smaller size enables the processor to run faster and process more in-
structions per second. RISC processors are found in Apple microcomputers,
some workstations, and many minicomputers and mainframe systems.
They are also the basis for many small digital devices, such as H/PCs.

Universal Serial Bus (USB)

The USB standard may someday eliminate the need for multiple types
of buses in a single computer. Currently, a USB port can accept as many as
127 devices, extending the system's bus to many peripherals. The USB
standard also provides for a data transfer rate of 12 Mb per second, which
compares favorably to standard parallel and serial port throughput and is
more than adequate for many peripheral devices.

Specifically, the USB standard provides the following advantages
over traditional expansion bus designs:

No Expansion Cards. You simply plug a USB-compliant device into
the computer's existing USB port. Because the computer's USB port is
already built in, you do not need to add a new port to the computer by
installing an expansion card.
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You Can Leave Your System in One Piece. Installing an expansion
board means opening your computer — a daunting task for most users.
Because the USB port is already built into newer systems, you may
never need to remove the system's cover again.

True "Plug and Play." Whenever you add an expansion card to a com-
puter, you may need to make other changes to enable the card to work.
USB devices require no special settings, which means that the dream of
true "Plug and Play" is nearly a reality. Because USB devices all adhere
to the same standards, you plug the new device into the USB port, turn
it on (an optional step for some devices), and start using it. The system
will recognize the new device right away, which means that you will not
need to reboot the computer.

Never Run Out of Ports. With traditional expansion bus technologies,
you are limited to the number of available expansion slots. Once they are
filled, you cannot add any other devices, unless you want to invest in
a SCSI adapter and SCSI-compliant devices. (SCSI devices are considerably
more expensive than non-SCSI devices.) Most USB-compliant computers
have two built-in ports, each capable of supporting 127 devices at one
time. To connect multiple peripherals, you can use an inexpensive USB
"hub," which provides additional ports for chaining multiple devices together.

More Power and Control. The USB port supplies power to the connected
devices, which means that you do not have to plug them into a power
supply. Most USB devices can be controlled from the PC, so you do not
have to adjust settings manually.

The USB standard is being developed through a joint effort of leaders in
the computer and telecommunications industries, including Intel, Microsoft,
and several others. If the standard is universally adopted (hence its name),
its proponents believe that it will apply to almost any device that can be
plugged into a computer, including keyboards, pointing devices, monitors,
scanners, digital cameras, game controllers, printers, modems, and more.

Musical Computers

Using MIDI-compliant sound cards and instruments, musicians can
use the PC to control the creative, recording, and performing processes.
A single MIDI controller can run various instruments connected together.

MIDI (Musical Instrument Digital Interface) is a digital communi-
cation protocol and hardware specification that allows electronic in-
struments, controllers, and computers to talk to one another. The MIDI
protocol gives musicians a language to use when talking to electronic
musical equipment. MIDI thus allows a musician to focus on creating and
playing music rather than worrying about the ins and outs of digital
communications or computer circuitry.
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MIDI commands can work in real time to allow you to control several
pieces of interconnected equipment from one central point. However,
you can also store MIDI commands in a MIDI file. Once stored, you can
re-create your sound again and again by playing the MIDI file back
through a MIDI instrument or MIDI sound card with speakers.

Musicians and engineers proposed MIDI in the early 1980s as a way of
standardizing the communications protocols used in the growing field of
synthesized music, which at the time included keyboard synthesizers and
their controllers, called sequencers. (A sequencer tells a synthesizer to
play specific sounds in specific patterns). Prior to any standard, there
was no guarantee that synthesizers and sequencers from different
companies could talk to one another.

Since the development of the MIDI standards, MIDI has grown to
include controls for many types of equipment:

MIDI Instruments. MIDI instruments are the devices that actually
make sound when they receive a MIDI signal. These devices are synthetic
instruments, so they are called synthesizers. The most common MIDI
instrument is a keyboard synthesizer. Other MIDI instruments include
drum machines and guitar synthesizers.

MIDI Sequencers. MIDI sequencers are devices that record, edit, and
output MIDI signals. Sequencers may be hardware, similar to a traditional
studio soundboard, or they may be software within a computer.

Other Devices. With compatible MIDI hardware, a stage manager
can turn on a microphone or fade out a light from the same sequencer
used to control a drum machine or keyboard.

Because MIDI commands tell a device what to do rather than actually
describing a sound, it is possible for MIDI instruments and their controllers
to communicate back and forth. A musician can create music with these
devices in several ways:

Instrument to Sequencer. A musician can use a MIDI instrument to
program a sequencer. The musician plays a song on an instrument like
a keyboard. The keyboard then transmits a MIDI description back to
the sequencer. Once the MIDI code is stored on the sequencer, the
musician can convert the codes to written music or transmit the codes
to a different instrument to get a different sound.

MIDI Codes. A second option is for the musician to create a MIDI file
manually on a sequencer. This file contains the MIDI codes that describe
each MIDI event, such as playing a particular note on a keyboard.

Sheet Music. The final option is for the musician to write the music
using the sequencer's software and then let the sequencer interpret the
musical notation and turn it into MIDI codes.
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MIDI devices have their own built-in computers to interpret MIDI
commands. However, PC sound cards may also be MIDI devices. To
work with MIDI on your PC, you must have a MIDI-compatible sound
card, a set of speakers or a MIDI instrument, and sequencer software.

Flash Memory and Cache Memory

Flash Memory

Standard RAM is volatile; when power to the PC is lost, all data
currently stored in RAM is lost. This fact explains why you must save
your work when using an application. One type of memory, called flash
memory, stores data even when the power is turned off. ROM is a form
of flash memory used in PCs. Other machines that use flash memory are
digital cameras. When you take pictures with some digital cameras, the
pictures are stored in a flash memory chip rather than on photo graphic
film. Because you do not want to lose the pictures you have taken, the
memory must store the pictures until you can transfer them to your PC,
even when the camera is turned off.

Cache Memory

Moving data between RAM and the CPU's registers is one of the
most time-consuming operations a CPU must perform, simply because
RAM is much slower than the CPU. A partial solution to this problem is
to include a cache memory in the CPU. Cache (pronounced cash) memory
is similar to RAM, except that it is extremely fast compared to normal
memory and it is used in a different way.

When a program is running and the CPU needs to read data or
program instructions from RAM, the CPU checks first to see whether
the data is in cache memory. If the data is not there, the CPU reads the
data from RAM into its registers, but it also loads a copy of the data
into cache memory. The next time the CPU needs that same data, it
finds it in the cache memory and saves the time needed to load the
data from RAM.

Since the late 1980s, cache memory has been built into most PC
CPUs. This CPU-resident cache is often called Level-1 (L1) cache. The
first CPU caches came with 0.5 KB, then 8 KB, then 16 KB, then 32 KB.
Today Celeron processors have 128-256 KB built in.

In addition to the cache memory built into the CPU, cache is also
added to the motherboard. This motherboard-resident cache is often
called Level-2 (L2) cache. Many PCs sold today have 512 KB or 1024 KB
of motherboard cache memory; higher-end systems can have from 2 MB
to 4 MB of L2 cache.
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Memory and Computing Power

The amount of RAM in a computer can have a profound effect on the
computer's power. More RAM means the computer can use bigger, more
powerful programs, and those programs can access bigger data files.

More RAM also can make the computer run faster. The computer
does not necessarily have to load an entire program into memory to run
it. However, the greater the amount of the program that fits into memory,
the faster the program runs. For example, a PC with 16 MB of RAM is
able to run Microsoft Windows 98, even though the program actually
occupies about 195 MB of disk storage space. When you run Windows,
the program does not need to load all its files into memory to run properly.
It loads only the most essential parts into memory. When the computer
needs access to other parts of the program on the disk, it can unload, or
swap out, nonessential parts from RAM to the hard disk. Then the
computer can load, or swap in, the program code or data it needs. While
this is an effective method for managing a limited amount of memory, it
can result in slow system performance because the CPU, memory, and
disk are continuously occupied with the swapping process. If your PC
has 64 MB of RAM (or more), you will notice a dramatic difference in
how fast Microsoft Windows 98 runs because the CPU will need to swap
program instructions between RAM and the hard disk much less often.

If you own a PC and decide that it needs more RAM, you should be
able to buy more, open up your computer, and plug it in. (Some newer
PCs come "stuffed" with all the RAM they can hold, making it difficult
to upgrade.) In some computers, chips are usually grouped together on
small circuit boards called single in-line memory modules (SIMMs) or
dual in-line memory modules (DIMMs). Each SIMM or DIMM can hold
between 1 MB and 64 MB of RAM and connects to the motherboard
with 30-pin, 72-pin, or 168-pin connections. In newer computers both
these modules are replaced by DDR that can hold up to 2 Gb of RAM.

The cost of upgrading the memory of a computer has actually gone
down, so upgrading RAM is often the most cost-effective way to get
more speed from your computer.
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Visual Programming

The object-oriented, event-driven environment of modern program-
ming has changed how information flows through a program. It has
given the control of a program's actions to the user.

In the past, programmers created program-centered processing, in
which the flow of action was dictated totally by the program. Even in
an interactive program, where information flowed in two directions,
the central focus was always the program with its preset logic and
processing path.

Object-oriented, event-driven programming has changed the pro-
gramming environment by putting the user in control. The user now
chooses which actions are used, chooses how each action is started, and
directs the flow of the entire activity. As a result, the programmer cannot
presume which objects the user will choose or the order in which they
will be chosen.

Event-driven programs are designed around the interface options
available to the user. An event is initiated by the user. When the user
clicks an icon with the mouse, presses the Enter key, or moves the pointer
on the screen, an event occurs. Each event causes an object to gather its
data, structure it, and process it.

Event-driven programs are created in a visual WYSIWYG environ-
ment that uses a visual programming language (VPL). A VPL allows
the programmer to create visually the graphical images the user will
see and use.

The programmer combines graphical icons, forms, diagrams, and
expressions to create two-or three-dimensional programs to run in
a graphical user environment.

Some of the most commonly used visual languages are Prograph
CPX for the Apple Macintosh, Microsoft's Visual Basic, and Visual C++
for the Windows environment. Visual programs for Java and scripting
environments — JavaScript and VBScript — have recently emerged. These
languages use graphical objects, such as icons, forms, or diagrams, to
create programs that run in a visual environment. Programming in
a visual language involves placing controls in the graphical presentation
so that users can interact with them. Controls are the various tools through
which the user can enter data, begin a process, or indicate a choice.

The Open dialog box (found in nearly all Windows-based programs),
for example, is filled with various types of controls, such as buttons, lists,
text boxes, and more. Placing controls on a graphical environment typically
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is done using the drag-and-drop technique. The programmer chooses
the control to be made available to the user for an event and places it on
the window form. Usually, the available controls are contained in a menu,
list, or dialog box for the programmer's ease of access and use, as in the
Visual Basic toolbox.

Visual programming is much easier for the programmer because it is
based on how a programmer (and the user) sees items on the screen
rather than on the structure of the program. As in many other areas of
computer software, the visual interface is making highly complex functions
accessible to the everyday user.

Third-generation Programming Languages
(Part I)

There are many higher-level languages and there is no reason why
you should have to know the details of each. However, it is always helpful
to know a little about the more common languages you may hear about
in programming circles. Some of the fading third-generation languages
include the following:

FORTRAN (FORmula TRANslator). FORTRAN was designed spe-
cifically for mathematical and engineering programs. FORTRAN has not
been widely used with personal computers. Instead, FORTRAN remains
a common language on mainframe systems, especially those used for
research and education.

COBOL (COmmon Business Oriented Language). COBOL was de-
veloped in 1960 by a government-appointed committee to help solve the
problem of incompatibilities among computer manufacturers. Although
COBOL was once popular, especially on mainframe systems, it has lost
some of its following over the past ten years.

BASIC (Beginner's All-Purpose Symbolic Instruction Code). BASIC
was developed in the mid-1960s, mainly as a tool for teaching programming
to students. Because of its simplicity, BASIC quickly became popular.
When the use of personal computers became widespread, it was the first
high-level language to be implemented on these new machines. One early
version of BASIC shipped on the newly popular PCs was GWBASIC. As
you might have guessed, GW stands for "Gates, William" so you can see
how influential Bill Gates was in the early development of PC software.
Today, popular examples of BASIC include Microsoft's Visual Basic, Visual
Basic for Applications (the scripting language behind Microsoft Office),
and VBScript (which is common in many Web pages).

Pascal. Named after the seventeenth-century French inventor Blaise
Pascal, Pascal was intended in the early 1970s to overcome the limitations
of other programming languages and to demonstrate the benefits of
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structured programming. More recently, developers have taken Pascal
a step further, and it is now well-known for its implementation of object-
oriented principles of programming.

Third-generation Programming Languages
(Part II)

Unlike such third-generation languages as FORTRAN, COBOL,
BASIC, Pascal, the following languages still have a thriving following
and a bright future:

C. Often regarded as the thoroughbred of programming languages,
C produces programs with fast and efficient executable code. C is also
a powerful language. With it, you can make a computer do just about
anything it is possible for a computer to do. Because of this programming
freedom, C is extremely popular with professional developers, although
it is now being replaced by C++.

C++. C++ is the object-oriented implementation of C. Like
C, C++ is an extremely powerful and efficient language. Learning C++
means learning everything about C and then learning about object-oriented
programming and its implementation with C++. Nevertheless, more
C programmers move to C++ every year, and the newer language has
replaced C as the language of choice among software development
companies.

Java. Java is an object-oriented programming environment for creating
cross-platform programs. When the Internet became popular in the mid-
1990s, Java's developer, Sun Microsystems, redeveloped Java to become
a programming environment for the Web. With Java, Web designers can
create interactive and dynamic programs (called applets) for Web pages.
Essentially, a Java program is a self-contained, semicompiled function
that makes no reference to outside code or operating system functions.
Thus, Java code is fully compatible with almost any computer and
operating system. To create Java code, a developer writes the applet and
then compiles it into bytecode. To run the Java applet, a user accesses
the bytecode, perhaps over the Internet. Then, using a Java virtual ma-
chine, the client PC converts the bytecode into machine code appropriate
to that particular computer.

ActiveX. Microsoft's answer to Java is ActiveX. ActiveX code creates
self-contained functions similar to Java applets that may be accessed
and executed by any other ActiveX-compatible program on any ActiveX
system or network. At present, ActiveX is implemented on Windows 9x,
Windows NT, and Macintosh systems, and there are plans for supporting
UNIX also.
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Of the third-generation languages, Java is probably the most important
for the future development of PCs and the Internet. In fact, some de-
velopers see Java as a way of redefining the PC itself. By replacing the
current expensive and platform-defining CPU with a cheap Java-decoding
microchip, developers can create a machine that gets all of its software
from Java servers on the Internet. To use such a machine, you would
load a Web browser (also written in Java), connect to the Internet, and
access Java programs for all of your software needs. If this prediction
comes true, then all PCs will be both inexpensive and fully compatible.

Fourth-generation Programming Languages

Fourth-generation languages include the following:

Visual Basic (VB). Visual Basic is the newest incarnation of BASIC
from Microsoft. VB supports object-oriented features and methods. With
this language, programmers can build programs in a visual environment.
Visual Basic offers several toolbars with lots of tools to assist the pro-
grammer in designing the code visually, as well as a window for editing
code directly.

VisualAge. VisualAge is a family of IBM development tools that allows
the user to create entire Java- and Web-based systems using drag-and-
drop development techniques.

Authoring Environments. Authoring environments are special-purpose
programming tools for creating multimedia, computer-based training,
Web pages, and so forth. One example of an authoring environment is
Macromedia Director (which uses the Lingo scripting language). You can
use it to create multimedia titles combining music clips, text, animation,
graphics, and so forth. As with other visual development environments,
much of the code is written automatically. However, most of the robust
authoring environments also include their own languages, called scripting
languages, that provide tools for added control over the final product.
The programs used to create World Wide Web pages fall into another
category of tools that are often lumped together with authoring environ-
ments. Some of these programs include Microsoft FrontPage, Netscape
Visual JavaScript, and NetObjects Fusion.

Artificial Intelligence

Artificial intelligence (AI) can be defined as a program or machine
that can solve problems or recognize patterns. A more "pure” definition
of AI might be a computer or program that can fool a human into thinking
he or she is dealing with another human. Such a computer could both
learn and reason, so yet another definition of artificial intelligence might
be a computer that can learn and reason.
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Artificial intelligence software is used in many real-world applications,
from determining if banks should grant loans, to voice recognition and
terrain-following missile guidance systems. Even applications like word
processors and e-mail make use of AI concepts. For example, a word
processor's grammar checker attempts to understand and correct a lan-
guage concept that most users cannot fully explain themselves. Regardless
of the actual task, artificial intelligence is used in two basic areas:

Problem Solving. In problem solving, the artificial intelligence
program must look at a problem or collection of data and determine
what to do next. For example, a bank may use an artificial intelligence
system to look at your credit history and life style before deciding
whether or not to lend you money. This type of system is called an
expert system.

Pattern Recognition. In pattern recognition, the artificial intelligence
program must look for repeated or known occurrences of data. Examples
include artificial vision and speech recognition.

Of course, many artificial intelligence programs combine elements of
both areas to solve a problem. For example, a data compression utility
must look for repeated patterns in the data and then decide how to
rewrite the data to eliminate the duplications.

Some Examples of Al Techniques

Artificial intelligence may be applied in many different ways depending
on the problem to be solved and the resources available. Some common
techniques include the following:

Decision Trees. These software guides are simply maps that tell the
computer what to do next based on each decision it makes. Each decision
leads to a new branch with new decisions and consequences.

Rules-Based Systems. These systems work by following a set of rules
given by the programmer. So long as the programmer has anticipated
every possible circumstance that the program may encounter, it can
solve any problem.

Feedback. This technique is used to modify programs. Basically,
a feedback system monitors the results of a solution to see if the solution
worked or in what areas it failed.

Knowledge-Based Systems. These systems are similar to a rules-based
system, but they use feedback to learn from their mistakes. As a result,
knowledge-based systems can actually learn to solve new problems.

Heuristics. This software technique is something like a recipe for
a problem-solving approach rather than an algorithm that solves a specific
problem.
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Building an Artificial Brain

To create a true artificial intelligence, scientists could try building an
artificial brain called a neural network. The human brain consists of
billions and even trillions of neurons, each with as many as a million
connections to other neurons. Scientists have identified hundreds of
different types of neurons and more than fifty different patterns of neuron
connections. This level of complexity is simply beyond any computer
currently in existence. Even the most powerful parallel computers with
tens of thousands of processors don't come close to equaling the number
or variety of connections in a human brain.
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Networking at Home and Around the World

Data Communications Over Standard Telephone Lines

Networks (especially the Internet and large WANSs, with nodes spread
over a large geographic area) commonly transmit data across telephone
lines. Although telephone companies are offering more digital lines (which
are better suited to data transmission), most homes and businesses are
still served by analog telephone lines. To transfer digital data over analog
telephone lines, computers must use modems. When a computer sends
data, its modem translates digital data into analog signals for transmission
over standard telephone lines. At the receiving end, the computer's modem
converts the analog signals back into digital data. The most important
factors to consider when choosing a modem are internal versus external,
transmission speed, data compression, and error correction. Modem
transmission speeds are measured in bits per second (bps). Currently, the
preferred standards for modems are 56.6 Kbps and higher.

Using digital connections, business networks and homes can transmit
data many times faster than is possible over standard telephone lines. In
areas where digital connection is not possible, homes and businesses are
connected with standard analog lines, but high-speed digital lines are
run between the telephone company's switching stations. The most popular
digital telephone services are integrated services digital network (ISDN),
T1, T3, and DSL. They offer faster data transfer rates and higher
bandwidths than standard telephone lines.

Networks in the Home

New technologies enable homeowners to set up home networks to
connect multiple computers. Home networks typically operate on existing
media such as the home's telephone lines or cable wiring.

ISDN, T1, and T3

Many different kinds of digital services are offered by the phone
companies. Some of the best known are called ISDN, T1, and T3. Of
these, ISDN (integrated-service digital network) received the most atten-
tion in the past few years because it was the most affordable and the one
most likely to make its way into homes and small businesses. ISDN,
which stands for integrated services digital network, is a system that
replaces all analog services with digital services.

When most people talk about ISDN, they are referring to
a particular level of service called BRI (basic rate ISDN). BRI provides
three communication channels on one line — two 64 or 56 Kbps data
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channels and one 19 Kbps channel that is used to set up and control calls.
The two data channels can carry voice or data and they can be used
simultaneously, so you can transmit data and carry on a conversation at
the same time on the same line. Also, the channels can be combined so
that BRI service can be used to transmit data at rates as high as 128
Kbps without compression.

Some telephone companies now offer BRI service in some locations —
especially in large metropolitan areas. Installation can be expensive, but
the cost of service is slowly coming down to compete with the basic rates
offered for analog lines.

A higher level of service for ISDN is called primary rate ISDN, or
PRI. In the United States, PRI provides twenty-four channels at 64 Kbps
each, a total bandwidth of 1.544 Mbps. This level of bandwidth is also
known as T1 service. In Europe, PRI service provides thirty-one data
channels.

Although it is not specified by the ISDN standard, it is also possible
to purchase lines from telephone companies that offer even more
bandwidth. For example, a T3 line offers 672 channels of 64 Kbps each
(plus control lines) for a total of 44.736 Mbps. Many telephone companies
also offer services between the levels of BRI and PRI. Different businesses
have all kinds of different needs for bandwidth, so telephone companies
try to be as flexible as possible in their offerings.

DSL Technologies

One of the latest developments in connectivity is digital subscriber
line (DSL). DSL is rapidly outpacing ISDN in areas where DSL is available
because it is typically less expensive in terms of hardware, setup, and
monthly costs. In fact, many local telephone companies are opting to
develop DSL in their markets and are foregoing ISDN altogether.

Two key points that make DSL so attractive are its speed and its
medium. DSL can achieve theoretical speeds up to 52 Mbps, a huge
speed advantage over the fastest dial-up modems or even some digital
connections. The second advantage is that DSL can use POTS lines, the
standard copper wire used for telephone communications in most homes
and businesses today. The typical home computer user can connect to
the Internet or a private network through DSL at high transmission
speeds, often for a cost that is competitive with standard dial-up
connection.

There are several types of DSL available in different markets, each
offering different capabilities and rates:

Asymmetrical DSL (ADSL) uses discrete multitone (DMT) or car-
rierless amplitude phase (CAP) modulation.
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Rate adaptive DSL (RADSL) adjusts the speed based on signal quality.

High-bit-rate DSL (HDSL) allows the telephone company to provide
T1 speeds at a lower cost than T1 but requires two wire pairs.

ISDN DSL (IDSL) uses existing ISDN facilities.

Symmetric DSL (SDSL), a version of HDSL, uses a single pair of
wires and provides slower transfer rates than HDSL.

Very-high-bit-rate DSL (VDSL) provides a high bandwidth with
a commensurate cost and is geared primarily toward LAN and WAN
connectivity.

The actual performance you can achieve with DSL depends on the
type of DSL and the distance between the DSL modem and the te-
lephone company's switch.

Avoiding a Tangled Mess

You may think that setting up a network is simple once you have
selected the type of network, server, operating system, and other options
you need. However, that is only the beginning.

Two of the most time-consuming and costly chores in networking
involve choosing the type of wiring that will connect the nodes and servers,
and deciding on the most efficient means of running the cable. These
issues can be so confusing and costly that many companies have been
created to deal with network cabling.

To show how troublesome network cabling issues can become, suppose
that you have a warehouse that is 100 feet long and you want to install
a network of eleven computers, all lined against one wall. This arrangement
places the PCs 10 feet apart, which is the perfect spacing for cubicles.

If you want to use a bus topology, a terminator is placed on the first
and last PCs, and ten 10-foot cables are run from one computer to the
next. This method means that 100 feet of cable must be purchased and
installed.

If you choose a ring or star topology for your network, however,
your cabling requirements may increase dramatically. But the additional
cabling and equipment (such as a hub) may make your network easier to
manage. For instance, it can be easier to add new users to a star network
than to a bus network. In such cases, the additional cabling requirements
may well be worth the time and expense. Depending on the specific
implementation you choose (that is, where you place the hub within the
room), your star network may require two or three times more cable
than a basic bus network.

There are additional factors to consider. Here are just a few questions
networking experts must answer:
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Is the nmetwork being installed in an existing building, or is it being
added to a building under construction? It is always easier to work within
a building under construction than to have to drill through walls and run
cable in an existing building. For example, many historical buildings such
as courthouses have brick walls internally and restrictions (by historical
societies) on work that can be done. In such cases, creative alternatives
have to be considered.

Can cabling run through the walls or must it run through ceilings? If
the cabling will be run through the ceiling, the price of the material
triples. Why? Fire codes prevent running ordinary networking cable in
places where it can catch fire without being readily seen because of the
noxious fumes given off during the burning.

Will conduit be required to encase the cabling? Will you need to use
wall plates, wiring closets, and the like?

How much cabling will be exposed? Are there danger zones where
people may trip over or drop items on the cabling or connectors?

What if the company wants to be able to rearrange itself on short
notice, moving offices, desks, and computers at will? This option can
immediately rule out star and bus topologies because the network cannot
be brought down every time someone changes an office.

The picture is further complicated when the network must span
multiple buildings or several floors of a building.

From the History of the Internet

The seeds of the Internet were planted in 1969, when the Advanced
Research Projects Agency (ARPA) of the U.S. Department of Defense
began connecting computers at different universities and defense
contractors. The goal of this early project was to create a large computer
network with multiple paths — in the form of telephone lines — that could
survive a nuclear attack or other disaster. If one part of the network
were destroyed, other parts of the network would remain functional
because data could continue to flow through the surviving lines. ARPA
also wanted users in remote locations to be able to share scarce computing
resources.

Soon after the first links in ARPANET (as this early system was
called) were in place, the engineers and scientists who had access to this
system began exchanging messages and data that were beyond the scope
of the Defense Department's original objectives. People also discovered
that they could play long-distance games and socialize with other people
who shared their interests. The users convinced ARPA that these unofficial
uses were helping to test the network's capacity.
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At first, ARPANET was basically a wide area network serving only
a handful of users, but it expanded rapidly. Initially, the network included
four primary host computers. A host is like a network server, providing
services to other computers that connect to it. ARPANET's host com-
puters (like those on today's Internet) provided file transfer and com-
munications services and gave connected systems access to the network's
high-speed data lines. The system grew quickly and spread widely as
the number of hosts grew.

The network jumped across the Atlantic to Norway and England in
1973, and it never stopped growing. In the mid-1980s, another federal
agency, the National Science Foundation (NSF), joined the project after
the Defense Department dropped its funding. NSF established five
"supercomputing centers" that were available to anyone who wanted to
use them for academic research purposes.

The NSF expected the supercomputers' users to use ARPANET to
obtain access, but the agency quickly discovered that the existing network
could not handle the load. In response, the NSF created a new, higher
capacity network, called NSFnet, to complement the older and by then
overloaded ARPANET. The link between ARPANET, NSFnet, and
other networks was called the Internet. (The process of connecting
separate networks is called internet working. A collection of "networked
networks" is described as being internetworked, which is where the
Internet — a worldwide network of networks — gets its name.)

NSFnet made Internet connections widely available for academic
research, but the NSF did not permit users to conduct private business
over the system. Therefore, several private telecommunications companies
built their own network backbones that used the same set of networking
protocols as NSFnet. Like a tree's trunk or an animal's spine, a network
backbone is the central structure that connects other elements of the
network. These private portions of the Internet were not limited
by NSFnet's "appropriate use" restrictions, so it became possible to
use the Internet to distribute business and commercial information.

Interconnections (known as gateways) between NSFnet and the private
backbones allowed a user on any one of them to exchange data with all
the others. Other gateways were created between the Internet and other
networks, large and small, including some that used completely different
networking protocols.

The original ARPANET was shut down in 1990, and government
funding for NSFnet was discontinued in 1995, but the commercial Internet
backbone services have easily replaced them. By the early 1990s, interest
in the Internet began to expand dramatically. The system that had been
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created as a tool for surviving a nuclear war found its way into businesses
and homes. Now, advertisements for movies are far more common online
than collaborations on physics research.

Getting Online, Working Online

Accessing the Internet

Users can connect to the Internet through a direct connection, local
area network, high-speed data link, and other means. Individuals and
small businesses access the Internet most commonly by setting up an
account with an Internet service provider and using a telephone line and
modem. High-speed data links such as ISDN and xDSL are more expensive
options, but they provide much faster service than standard telephone
line connections over a modem. Cable modems are quickly becoming
a popular high-speed connection because they use coaxial cable already
installed in many homes.

Connecting a PC to the Internet

The Winsock standard specifies the Windows interface between TCP/
IP applications and network connections. Users can mix and match
Winsock-compatible applications and ensure they will work with the user's
network connection to access the Internet. Internet application suites are
available from many suppliers; they combine a full set of applications
and drivers in a single package.

Working on the Internet

By connecting their networks to the Internet, companies are creating
new ways to conduct business and for employees to work. Telecommuters
work from remote locations by connecting to the company network via
the Internet. Businesses that connect their networks to the Internet can
use firewalls to prevent unauthorized users from accessing proprietary
information. Intranets and extranets are internal networks based on TCP/
IP and support the use of Web browsers.

Commerce on the World Wide Web

The act of conducting business online is called e-commerce. At the
consumer level, it is possible to buy a wide range of goods and services
at Web sites. Many such sites accept different forms of payment online
and provide a secure environment for transactions. At the corporate level,
e-commerce technologies enable companies to form online partne-
rships, conduct business transactions online, and collaborate on projects.

Getting Published on the Internet
One of the most exciting aspects of the Internet is its openness. With
the right software and an Internet account, you can go online and view
materials that others have published — that is, posted on an Internet
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server. Add a little creativity to the mix, and you can publish your own
materials for viewing by a worldwide audience. One of the easiest and
fastest ways to publish your work online is to create your own page on
the World Wide Web.

The Internet is not limited to big businesses. Individuals, private
organizations, and small companies actually publish the vast majority of
materials on the Internet. The variety of online publishing opportunities
is almost limitless, and people are using them to enhance their businesses,
share information, and entertain and educate others.

Before it can be viewed in a Web browser, a document must be
formatted with special tags called Hypertext Markup Language (HTML)
tags. These tags, which surround the text they affect, tell the browser
how to display the text, whether as a heading, a table, a link, normal
text, and so on.

Fortunately, you do not have to be a computer whiz to create HTML
documents. In fact, you do not even need to know anything about HTML.
With the right tools, you can quickly create attractive, interesting pages
that are ready to be published on the Web.

Almost any new word processor, spreadsheet, database, or presentation
application can convert ordinary documents into HTML files. These
features let you create any type of document, save it in HTML format,
and then immediately open it in a Web browser (such as Netscape
Navigator or Microsoft Internet Explorer). Many desktop applications
provide tools that embed graphics, create hotlinks, and add other special
features to your HTML documents.

Popular Web browsers also provide editors that enable you to create
feature-rich Web pages. Using a browser's editing tools, you can create
new pages from scratch or use predesigned templates. A popular page-
design method is to find a Web page you like, copy it to disk, and then
open it in Edit mode in the browser. You then can use that page's HTML
formatting as the basis for your page. Using a browser-based editor, you
work directly with HTML tags only if you want to. If you prefer, the
browser can do all the HTML formatting for you.

After you have created your pages, simply contact your Internet
service provider (ISP). Your ISP can provide you with space on a Web
server and an address where others can find your pages. Using your
chosen HTML editing tools, you can update, expand, and refresh your
Web site whenever you want.

If you want complete control over the appearance of your Web pages
and like the challenge of learning a completely new software program,
then you can use one of the many Web design programs now available.
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The programs, such as Microsoft's FrontPage or Adobe's PageMill, are
a combination word processor, HTML editor, and graphics program. These
applications give you all the tools you need to create complex, feature-
rich Web sites with as many pages as you like.

Minding Your Manners Online

Although there is no set of written rules governing behavior on the
Internet, the wise user participates in an honor system. On the Internet,
appropriate behavior is called netiquette, a combination of Internet
etiquette. Netiquette is crucial for keeping the Internet a civil place because
the Internet is not policed or run by a single person or group. The basic
rules of netiquette are as follows:

Behave As Though You Are Communicating in Person. When com-
municating with someone online, act as if you are talking to that person
face to face.

Remember That Your Words Are Open to Interpretation. If you post
jokes, sarcasm, or other attempts at humor, do not be surprised if someone
is offended. Word your postings clearly and carefully, and use appropriate
language.

Do Not "Shout" Online. Typing in ALL CAPITAL LETTERS is like
shouting and is considered rude.

Do Not "Flame" Other Users. A flame is a posting that contains insults
or other derogatory content. Flamers can be shut out of listservs and chat
rooms, and other users can block a flamer's messages from the e-mail and
news accounts.

Do Not Send Spam. Spam is the online equivalent of junk mail-
uninvited messages, usually of a commercial nature. Most ISPs have
strict spam policies. If you are caught distributing uninvited messages to
multiple recipients (especially if the messages contain commercial, libelous,
or vulgar content), your ISP may cancel your account.

Do Not Distribute Copyrighted Material. Usenet newsgroups and many
private Web pages are filled with copyrighted and trademarked text and
graphics, posted without the owner's permission. Do not be fooled into
thinking that text or images are "in the public domain" because you
found them on the Internet. Copyrights still apply; copyright infringement
is illegal and can lead to prosecution.

Do Not Be a Coward. As a general rule, you should never conceal
your identity on the Internet. If you choose to use a screen name, do not
hide behind it to misbehave.

Always check the rules when you go online. Nearly all ISPs post an
appropriate use policy on their Web site that lists guidelines for acceptable
behavior on the Internet. This document may be a simple disclaimer or
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may take the form of an FAQ. If you violate these guidelines and are
reported to the ISP, your account may be dropped. Look for an FAQ
before using chat rooms, listservs, message boards, newsgroups, and other
Internet services, especially moderated ones.

Even though you cannot be seen on the Internet, you can still be
identified. Conscientious users of e-mail and newsgroups commonly
forward flames or inappropriate postings to the poster's ISP. If an ISP
collects enough complaints about an account holder, it can cancel that
person's account. In cases where libel, copyright infringement, or other
potential crimes are involved, the ISP may also turn the poster over to
the authorities. In one such case (in December 1999), a Florida teenager
posted a threatening chat-room message to a Colorado student. Even
though the poster had used an alias to hide his identity, federal agents
were able to track him down and arrest him.

Graphics Piracy on the Internet

One reason the World Wide Web has become so popular is its support
of graphics in Web pages. By adding all sorts of images to HTML documents,
Web designers make their sites more attractive and appealing to visitors.
Similarly, Internet services such as FTP and newsgroups enable users to
find, download, and exchange files of all types quickly, including graphics.

This easy access to images, however, has also created a cottage
industry of graphics piracy because some Internet users gather large
quantities of images and distribute them online. The primary purpose
of hundreds of Web sites and Usenet newsgroups is to provide users
with a place to find, exchange — and sometimes even purchase — illegally
obtained graphics.

The Internet provides a seemingly limitless number of pirated images,
including clip art, electronic photographs, scanned artwork and photo-
graphs, video clips, and more. Although a small percentage of these online
graphics are homemade (created by the person distributing them), the
vast majority are illegally acquired by scanning or copying from digital
sources.

The real problem is that pirates distribute these copyrighted graphics
freely, ignoring the rights of the images' actual owners. The most daring
pirates scan images from popular magazines, then attempt to sell them
over Web sites, through newsgroups, or on CD-ROM as though this were
perfectly legal.

Ignorance Is No Excuse

Many graphics pirates take up this practice because they do not
understand copyright laws or the possible consequences of their actions.
They believe that once an image has been digitized, it becomes public
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domain — that is, the property of no one and free for anyone to use. Some
graphics pirates believe that by making a small change to an image (such
as adding a name or logo), they are making it their personal property.
However, the pirates are wrong in both cases. Photographic images,
illustrations, and other types of graphics are indeed protected — in the
United States, at least — by copyright laws that strictly limit the way
they can be reused.

Staying Out of Trouble

Here are some steps you can take to make sure you are handling
electronic graphics properly:

Consider the Source. If you find images of any kind on a Web site or
newsgroup, consider them suspect. If you need electronic images for
a document of your own, especially if you want to sell the document, look
for sources of license-free images (you do not need to pay a license fee to
use them) or be ready to pay a fee for an image from a legitimate source.

Get Proof and Permission. Regardless of where you obtain an image,
the distributor should be willing and able to provide proof of ownership
of the image and to grant or deny permission to use it, regardless of
whether a fee is involved. If you cannot obtain this type of documen-
tation in writing (not over e-mail or on a Web page), then do not use the
image.

Never Upload Images to Newsgroups or the Web. Whether you
illegally scan published images or acquire images from a legitimate
source, resist the urge to put them on the Internet. Even if you own
an image or have the right to use it commercially, you can assume that
once it is on the Internet, it will be copied and distributed in ways you
never intended.

Know What You Are Doing. If you get involved in electronic graphics,
become acquainted with copyright laws and the protections in place to
safeguard the rights of copyright holders.

Freebies on the Web

If you set up an account with an Internet service provider, you
will probably install software, such as a Web browser, an e-mail client,
and a newsreader. Many users also install a separate FTP client and
Telnet software. All you need, however, is a current version of a Web
browser to surf the Web, send and receive e-mail, chat, participate in
newsgroup discussions, and more. In fact, you do not necessarily need
an account with an ISP or online service to access these features; you
can log on to the Web from a computer at a library or your school's
computer center, for example. Here are a few of the free services you
can access through the Web.
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E-Mail

By visiting Web sites like Hotmail, Mail.com, Yahoo!, and others, you
can set up a free e-mail account. You must register for the account by
creating a user name and password; the service creates a complete
e-mail address for you, such as yourname@hotmail.com.

You can send and receive e-mail from these sites, and several offer
other useful personalization features. However, some free Web-based
e-mail services will store your messages for only a certain amount of
time and then automatically delete them. Some will also cancel your
account if you do not use it for a given amount of time.

But if you use e-malil regularly and want to access your mail from
any browser (without having to log on to your ISP account), Web-based
mail is a big time-saver.

Personal Web Pages

Nearly every ISP provides space on its Web servers where clients
can create and post personal Web pages. This service is almost always
free. As part of the service, ISPs provide online design tools that make it
easy to create a personal Web site.

But you do not even need an ISP to get a free Web page. Again, Web
sites such as the Microsoft Network, America Online, Yahoo!, and many
others provide this kind of service. You simply register for the service,
select a URL for your site, and post your Web pages. Free design tools
are usually available also.

Chat

It is no longer necessary to log on to an IRC chat channel to par-
ticipate in a chat room discussion, nor do you have to join an online
service like AOL or Prodigy to take advantage of their chat rooms. Now
you can access chat in real time through various sources.

Many large Web sites, such as CNN, About.com, Snap, and others,
offer Web communities that are basically chat rooms. At these sites, you
can register for a user name and a password and choose from dozens of
different communities to join. Web-based communities usually conduct
chat sessions right in your browser window, although some communities
spawn a separate window to contain the chat.



UNIT 8. Information Security
UNIT 8. Information Security

Protecting Your Online Privacy

Information about our private lives is available to a degree uni-
maginable just a few years ago. With the Internet's explosion in popularity,
people are revealing more about themselves than ever before. Some
examples follow:

If you purchase an item over the World Wide Web, you not only
provide the seller with your e-mail address but you often include your
credit card number. Many e-commerce Web sites also request other
personal information, such as telephone numbers and mailing addresses.

Many Web sites that offer special services, such as travel planning,
job hunting, or car buying require clients to complete forms that store
vast amounts of information about them.

If you post a message to an Internet newsgroup or participate in
a chat room discussion, you reveal your e-mail address and interests to
anyone who happens to be in the group at that time.

As an online consumer, you leave a trail of information about yourself
wherever you go. This trail can be followed by marketers, spammers,
hackers, and thieves right back to your PC — or even to your doorstep.
There is not a lot you can do after your information has fallen into the
wrong hands.

You can take measures, however, to prevent too many people from
getting that information, especially if you use the Internet or an online
service regularly. Here are some tips that can help:

Avoid Being Added to Mailing Lists. When you fill out a warranty,
subscription, or registration form — either on paper or online — make
sure it includes an option that prevents your information from being
added to a mailing list. If the option is available, check it; if it is not, do
not return the form. If there is any doubt, contact the organization and
learn its policies regarding mailing lists.

Make Online Purchases Only Through Secure Web Sites. Before you
purchase anything over the Internet, make sure that the transaction is
secure. You can protect your privacy in two ways. First, if you use
a current browser, such as Internet Explorer 5.0 or Netscape Navigator
5.0, the browser can tell you whether the server is secure. Check your
browser's security settings before proceeding with a transaction. Second,
check the vendor's Web site to see whether you have the option to
switch to a secure server before making the transaction. If this option is
available, take it.
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Never Assume That Your E-Mail Is Private. Watch what you say,
especially when using your company's or school's e-mail system. Never
respond to an unsolicited e-mail message, especially if you do not recognize
the sender.

Be Careful When Posting to Newsgroups. Many Internet newsgroups
and chat rooms are unsupervised. If you post a message to a group, your
e-mail address and interests can make you easy prey for spammers and
pranksters. Before posting a message to any group, watch the group for
a few days to determine whether its users are trustworthy. Try to find
out if the group is supervised by a system operator and get that person's
address, if possible.

Don't Flame. An online argument can have disastrous results. There
are many documented cases of ISPs being shut down by spam as a result
of a flame — a critical or insulting message — posted by one of the ISP's
users. This practice can result in a loss of online privacy and in your
Internet service being cut off by the ISP. Resist the urge to be critical or
argumentative online.

E-mail Viruses

Until recently, it was not considered possible to spread viruses within
e-mail messages. Because e-mail messages are predominantly text, they
could not carry viruses, which require executable code to run.

Newer-generation e-mail programs, however, support e-mail messages
in various formats, including HTML. They also support attachments —
you can attach a file (such as a DOC, EXE, or other binary file) to
a message and send it to a recipient, who can open the file on receiving
it. These features of e-mail programs have made them more convenient
and useful. However, both features have also opened the door to new
types of viruses — e-mail viruses — which can be devastating to anyone
who receives them.

Macro Viruses

The more common type of e-mail virus called a macro virus relies on
a file attached to the message. To create an e-mail virus, the programmer
selects a popular application that has a macro language, such as Microsoft
Word or Lotus 1-2-3. Then he or she creates a document in that application
and places a macro within the document. The macro can contain commands
that perform various tasks, including copying and deleting files, changing
system settings, creating new e-mail messages, and more. Finally, the
programmer attaches the document containing the macro code to an
e-mail message and sends the file to one or more unsuspecting recipients.
When a recipient downloads the attachment and opens it, the macro in
the file runs automatically.
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Once released, the virus looks for the recipient's e-mail address book
and sends copies of the infected attachment to people in the address
book. The virus may also remain on the first recipient's machine and do
considerable damage, like a regular virus.

A newer and more frightening breed of e-mail virus does not require
an attached file to inflict damage.

Viruses That Do Not Require Attachments

This type of virus can reside directly within the text of an HTML-
format e-mail message, in unseen code and written in a programming
language such as Visual Basic Script (VBScript). The first known virus of
this type called "BubbleBoy" was transmitted in November 1999. Although
the virus did not become widespread, it aroused a new sense of urgency
in development and antivirus communities. To become infected with the
BubbleBoy virus, the recipient did not have to do anything; it was enough
simply to receive the infected message. On restarting the computer, the
user activates the virus code and the virus makes changes to the Windows
Registry settings and sends copies of the infected e-mail message to
everyone in the recipient's address book.

Protecting Yourself

Unlike other types of viruses, there may not be much you can do to
protect yourself from e-mail viruses, but you should take the following
precautions:

Do not open e-mail attachments from people you do not know.

Install a reputable antivirus program, run it frequently, and keep its
virus definitions up to date. Some experts suggest using two different
antivirus programs and running them on an alternating schedule.

Check your Web browser, e-mail program, and newsreader and make
sure that their security settings are set to the highest possible level. In
addition, you may want to set your e-mail program not to accept messages
delivered in HTML format.

Be alert to new developments in viruses by periodically checking virus-
related sites on the Web. These sites are hosted by the makers of antivirus
programs, universities, and security experts.
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VOCABULARY
—_ A —_

absence — orcyTrcTBUE
accelerate — yBesmMumMBaTL CKOPOCTh

accelerator — megaJib AJisA rasa
access — MMETb JIOCTYII
accomplish — BBLIIOJHATH
accounting — OyxraJTepcKuii y4ér, OyxrajaTepcKoe IeJio
acquisition — nosiyuenue, npuoOpeTeHue
activity — nerictBue, onepamnmusa
actual — daxTuyueckni
addition — cJyo:xeHmne

in addition to — B jorosiHeHME K, KPOME TOTO
address — agpecoBaTb
address box — agpecHoe OKHO
advantage — mmpeumyIecTBo
a few — HeCKOJIbKO
affect — BimaTe
age — BO3pacT
a great deal — ouenb, cuJIBbHO
aid — momoraTb, OKa3bIBaATh IIOMOIIb
allow — 103BOJIATH
alternative — asJbTepHATUBHBIN
among — cpean
amount — KOJM4YeCTBO
analyze — anasm3upoBaTh
and so on — 1 TomMy mogoOHOe
angle brackets — yryioBele cKOOKUI
another — gpyroi
any — J1r00011
anything — (Bc€) uTo yromHo
anywhere — Be3sze, nosciony
application — mpuioxxkeHue
application software — mpukJagHoe mporpaMMHOe obecredyeHne
arbitrary — mpou3BOJILHBIN
area — o0JacTb, Y4aCTOK
arithmetic logic unit (ALU) - apudmernro-yormieckoe yerporicTso (AJLY)
arrange — KOMIIOHOBAaTb, pa3MelllaTh, PacIojaraTh, YIOPAI0YNBaTh

arrangement — pasMelleHle, PacIoJIOMKeHye
artificial intelligence — 1CKyccTBEeHHBI MHTEJIEKT
as a result — B peayJsbraTte
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assembly language — a3bIK accembiiepa
assist — momoraTb, OKa3bIBaTh TOMOIIb
associate — coenVHATDL, CBA3LIBATh

as well as — a Takske

at least — o kpaiiHelr mepe, He MeHee
attach — mpukpeniaTs, TpUCOEINHATD
attribute — atpubyT, CBOICTBO, XapaKTEPUCTUKA
automate — aBTOMaTHU3MPOBATH
available — mocTymnHBIN, HAJUYIHBIN
average — CpegHUN

aware — OCBEeIOMJIEHHDIN

backbone — ocHoBa, cTep:KeHb
background — ¢on
back up — co3zmaBaTh pe3epBHYIO KOMNNMIO; CO3JaHNMEe PE3ePBHOM KOIUU
backward — Hazan
base — ocHOBBLIBaTH
basic — ocHOBHO
because — Tak Kak, IOCKOJIbKY
become (became, become) — cTaHOBUTBCA
begin (began, begun) — HauMHATH
behavior — moBesieHMe, JIMHMA TIOBEIEHNSA, XapaKTep M3MEHEHI,; NeICTBIE
belong (to) — mpuHanexaTsb (4.-J1.)
benefit — nmpeumyiecTBo
besides — xkpome TOTrO
billing — BbIIMCHIBaHME cué€Ta, HAKJIATHONM
binary — nBom4HbBINI
binary number system - cucTeMa TBOMYHBIX UMCEJI
both ... and ... — xKak ... Tak u ...
bounce — Bo3BpamaTsCsAa
brain — moar
break (broke, broken) down — paz3omuBaTb
bridge — mocT
broad — ob6minii, mmpoxuit
browser — Opay3sep, HaBUraTop
branch — dpuanan
build (built, built) — ctrponuts, co3gaBath
business — npexanpuaTne
bus — mmHa
button — KHOIIKa
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—_ C —_
cable — xabeupb
call — HaswpIBaTH
cache memory — K3II-TTaMATH
card catalog — kapToreka
carry — IepeHOCUTh, IepeaaBaTh
carry out — BBIIIOJIHATH
categorize — KJyiaccuUIMPOBATH
central processing unit (CPU) — nentpasabhubiii mporeccop (I1I1)
central server — IleHTpaJbHBIN cepBEP
certain — onpeneJIEHHbIN
chain — 1emnn
chance — Bo3MoOKHOCTB
change — MeHATb, U3MEHATH
charge — zapsaxaTp
chassis — mracen
chat — meperoBopsr
check — mpoBepaTs
chip — Mukpocxema, Kpuctasi (IOJyIIPOBOSHIKA )
choose (chose, chosen) — BeIOUpaTH
circuit — cxema
circuit board — mMoHTa)KHaA 1IaTa
circular — xKpyroBoit
client — ximeHT
close (to) — OumMBKMIT (Uemy-J1.)
collect — cobupaTh
collection — coBOKyITHOCTB
collision — croakHOBEHNUE
color — 1BeT
column — xoJioHKa, cToJbOell, Tpada
common — 001111, OOBIYHBIN, YHUBEPCAJIbHBIN
command — KoMaHIa
communicate — oOMeHUBaTBHCA MHQOPMaIMen
communication — oOMeH MH(popMalye
community — coo0miecTBo, 00beaIMHEHE
compare — CpaBHMBAaTb
compile — KoMOuIMpPoOBaTH, TPAHCIMPOBATD
compiler — KOMOMIATOP, KOMIMJINPYIOIIAA IPOTPaMMa
complaint — »xaJjoba
complete — TOJIHBIN, 3aBEPIIEHHBIN, 3aKOHYEHHBIN; 3aBEPIIATD
complex — cJI0KHBII
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compose — COCTaBJIATH
be composed (of) — ObITh cOCTaBJIEHHBIM, COCTOATL (113)
computer scientist — cmenmaJucT 0 BBIUMCJIMTEJbBHBIM CHUCTeMaM
computer system — KOMIIbLIOTEepPHas CHUCTeMa
concept — moHATHE
condition — ycisoBue
conditional statement — ycyioBHOe yTBep:KIeHIe, YCIOBHBIN OIIepPaTop
conduct — mpoBOAUTH
conduit — KaHaJ
connect — coeaIMHATDH
consider — cunraTh, paccMaTPUBATD
considerable — 3HaYMTEIBLHBIN
considerably — 3HaunTeILHO
consist (of) — coctosars (13)
contain — conep:kaTb
contents — cozmepikaHue, COLEPKUMOe
control — ympaBJATb, KOHTPOJNPOBATH
control flow — ymnpaBisroias Joruka (IIporpaMmabi)
control unit — ycrpoiicTBo (0JIOK) yIIpaBJeHNA
convert — mpeoOpa30BLIBATH
conversion — npeoOpa30oBaHUe, IePEX0]I
cooperative — COBMeECTHbBIN, YYaCTBYIOIIINMII B COBMECTHOI paboTte
Ccopy — KOIMPOBATH
correspond (to) — cooTBeTCcTBOBaTH (UEMY-JI.)
counter — CUETUYUK
course of action — xozx memcTBuit
cover — TOKPBLIBaThb, OXBATBLIBATh
create — co31aBaThb
cross-reference — mepexkpécTHas CCbLIKA
current — TeKyILIN1
currently — B HacTosAmee BpeMa
customer — KJMEHT, 3aKa34YNK, [TOKYIIATEJb
customize — HaCTPOUTH
—_ D —_—
data — gauuHble
database — 0aza maHHBIX
database management — ympaBJieHVe JaHHBIMU
database management system (DBMS) — cucrema ynpaBjaeHus
b6azoit ganubpix (CYB/)
data item — sJeMeHT JaHHBIX
data redundancy — u30bITOYHOCTL JAaHHBIX
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decide — perraTh, IpUHUMATL pPelIeHME
decision-making — npuHATHE pellleHNA
decision support system — cucrema NOANEPKKU TPUHATUA PEIISHUN
(CIIIIP)
default — mcmosb3yeMmblil IO yMOJTYaHUIO
define — onpenenATh, OoMMUCHIBATH
definition — onpenesenne, onmcanme
deliver — mocraBaaTh
delivery — mocraBKa
Department of Defense — MuuucrepcrBo O60pOHBI
description — ommcanne
design — mpoeKTMPOBATH, KOHCTPYMPOBATD, pa3padaThbiBaTh; KOHCTPYKIA
design tools — cpexcTBa MPOEKTUPOBAHNA
desired — sxesnaembrit
destination — IyHKT HasHa4YeHUA, asipecaT MHPOPMAIUNA
develop — paspabartbiBaTh
development — paspaborka
device — ycTpoiicTBO
different — passnuHbIi, pas3HbII
difficult — TpynHbII
digit — ogHOpaspAIHOE YMCIIO
Digital Video Disk (DVD) — umndpoBoit Bumeoanck
direct — HANMPaBJATDH, YKa3bIBATh, IIPEAICHIBATD
direction — HampaBJieHMe, yKasaHUe, IIpeaNcaHe
directly — mpsamo, HenocpeCcTBEHHO
directory — xaraJjor
discrete — muckpeTHBIN
discuss — obcy:kmaTh
disk drive — muckoBog
display — oTrobOpaskaTb
distribute — pacnpenesAaTs, pacnpocTpPaHATH
divide (into) — mesuTs, pasaensaTs (Ha)
division — nmeJsieHue
domain — ngomen
domain name system (DNS) — cucrema MMeHU goMeHa
download — 3arpy:karthb (B maMsAThb); IPUHUMATL Paiijbl (II0 MOAEMY)
drag and drop — meperanutb
drive (drove, driven) — exaThb
duplicate — nyOsmpoBaTh, KOIMPOBATH
dynamic link library (DLL) — auHaMm4IecKky moakJrodaemMas 0M0OIMoTeKa
dynamic RAM — nunamuueckoe O3Y
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each — rasgbIn
easy — JIETKUI
edit — pemakTUpoBaTH
education — obGpasoBaHIEe
educational institution — yueOHOe 3aBemeHMe, 00pa30BaATEJILHOE YUPEIK-
IeHne
efficient — sdppexTmBHBIN
either ... or ... — wan ... wanu ..., au6o ... JUoOO ...
electronic — BJIEKTPOHHBIN
electronic mail (e-mail) — syiekTponHaA TOYTA
embed — BHenpATH, BCTpamBaTh
employee — cay:karmit
enable — maBaTh BO3MOYHOCTDH
encapsulate — 3aksouaTh B cebe, BKJIIOYATh B ce0s
enclose — zakioyaTh (B CKOOKM, KaBBIYKM U T.IL.)
encode — KOIMpPOBaTh, IIMEPOBATH
encounter — CTaJIKMBATBbCH
enhance — pacimpaATb, COBEPIIIEHCTBOBATH
ensure — rapaHTUPOBaTh, 00eCHIeYnBaThb
enter — BBOOUTH
entry — 3ammch, COIEPIKMMOE, BBEJIEHHbIE NaHHbIE
enterprise — npegnpuaATHe
entertainment — pasBiieyeHme
entire — II€JIOCTHBIN, BECh
environment — KoH(Urypaumsa ceTtu; cpenaa
equal (to) — paBHBIN (YeMy-JL.)
erase — CTUPATh
error — omnbKa
especially — ocobenno
event — cobbITIIE
evolutionary — 5BOJIIOIMOHHBIN
evolve — BO3HMKATDb, MOABJATbCA
examine — JCCJIEOBATh, PACCMaTPUBATh
except (that) — 3a ucrJrouyeHnem (TOro, 4To)
excess — M3JMIIHUA
exchange — oOMeHuBaThHCA
executable file (EXE) — ucnosnsembIit caiit
execute — BBIOJIHATH (IPOrpaMmMy, KOMaHAY), VICIIOJHATD
execution cycle — MCIOJHUTENBLHBIN MK
exist — cyIecTBoBaThb
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expensive — IIOPOrOCTOAIINI
expert — CIIeIMAJINCT, SKCIEPT
expert system — 3KcliepTHas CuUcCTeMa
express — BbIPasKaTb
—_ F —_
fact — daxr
in fact — dparTUueckn
fail — moBpesxkaThcsa, maBaTe cOO
fall (fell, fallen) (into) — pacnamaTbea (Ha 4.-J1.)
false — sosxHBII
familiar — 3HaKOMBII1
fast — 6wIcTpPO
feature — ocobOeHHOCTBH, IPU3HAK, CBOVCTBO; OBITh XapaKTEpPHON YEepTOi,
OTJINYATBCSA
fetch — BbIOMpaTh (KOMaHAY MM JaHHBbIE U3 TTAMATH)
feching — BLIOOpKa, 3arpyska
field — mose
figure — pucyHoxk, uepTéx
file server network — cetp c cepBepom aiiioB
File Transfer Protocol (FTP) — mpoTokos nepenaun ¢aiiios
find (found, found) — HaxoauTH
fine — menkmit
fix — macrpoiika
flat-file database — 6a3a JaHHBIX C MOCJIEIOBATEJIBbHBIM JIOCTYIIOM
flexibility — rubxocTh
floppy disk — rubkuit guck
flow — moTok (maHHBIX)
flowchart — 6s0K-cxema
flow control — ympaBieHMe X0q0M IIPOTPaMMEI
folder — mamnka
follow — caemoBaTh
following — caenmyrortmii
footnote — cHocka, mpumeyaHne, KOMMEHTa P
for example — Hanpumep
for instance — Hampumep
forward — Briepén
frequently — gacto
front end — BHenHNMIT MHTEpPQETIC
full — ok
function — pyukuua; paboratb, PYHKIMOHMPOBATH
function call — BbI30B (pyHKIMM, OOpallieHne K (PyHKIUK
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gateway — MallMHa-IIJII03
general — obOmit
generate — co3zgaBaThb, IIPOMU3BOLUTDL

generation — IIOKOJIEeHNE
get (got, got) through — npoxoguts
go (went, gone) down — paspbIBaTbCA
govern — yIIpaBJIATb
government agency — IIPaBUTEJIbCTBEHHOE yYpesKIeHUe
greater (than) — OoJpire (uem)

—_ H —_

handle — onepupoBats, MaHUIyIMPOBaTH, 00padaTHIBATD
hard drive — »XécTkuil nuckK
hardware — anmapaTthHoe obecrneueHnue
hardware maintenance technician — crierimaaucT o annapatHomy obec-
TIeYEeHUIO
header — 3arosioBok
help file (HLP) — dpaiin cripaBok
hide (hid, hidden) — cxkprIBaThH
hierarchical database — nepapxnueckas 6a3a JaHHBIX
higher-level language — aA3bIk OoJiee BBICOKOTO YPOBHSA, BBICOKOYPOBHE-
BBIIl A3BIK
high-speed — BbICOKOCKOpPOCTHO
hitting — orBeT, oTBeTHaA cripaBKa
hold (held, held) — xpauuts (MEPOpPMAaIMIO)
home page — 6a3oBasd, OCHOBHadA CTpaHUIIA
host — ryaBHBIN
house — paszmerats
however — ogHako, TeM He MeHee
hub — xkounenTpartop, Aapo cetu
huge — orpomusIit
human — uenoBeueckuit
hyperlink — runepceasb
hypertext — runmeprexct
hypertext markup language (HTML) — A3bIK pa3MeTKHU runepTeKcTa
Hypertext transfer protocol (HTTP) — TpaHCcrOpTHEI IPOTOKOJI ITEpe-
mayy TUIEePTEKCTAa

—_ I —_
identify — ngentudgnuimposats, pacrno3HaBaTh
image — n3o0paskeHUe
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imaginable — BooOpa3mmbIit
immediately — HemeneHnHo
impact — BIMsAHME
have an impact (on) — uMeTh, OKa3bIBaTh BJMAHME (HA)
implement — paspabaTbiBaTh, BHEIPATH, PEAJTN30BBIBATD
implementation — BHegpeHNe, peaausals, BBOJ B padboTy
important — Ba’KHBI
impossible — HEBO3MOKHBI
improvement — ycoBepIlIEHCTBOBaHVE
include — BrJOUYaTHL B cebd
incorporate — o0 begUHATH(CsA), BKJIIOYATL(CA)
increase — yBeJM4YMBaTbh, BO3PaCTaTh
indicate — ykas3bIBaTh
individual — otrnmesbHBII
information exchange — obmen nudopmalen
information system — nHdopmalMonHas cucreMa
inherit — HacsengoBaTb
inheritance — HacJsenosauue
initialization file (INI) — cpaitn nHMIIMAIM3AIN
input device — ycTpoiicTBO BBOJZA
in series — IIocJieoBaTEJbHO
inside — BHyTpB, BHyTPU
install — ycranaBamMBaTh, BBOAUTH B JEMCTBUE
instantiate — co3zaBaTb DK3EMILIAP
instead (of) — BmecTO (u.-J1.)
instruction — MHCTPYKIMA, KOMaHIa
instruction cycle — KOMaHIHBIN IIMKJI
integral — HeoTBEMJIEMBIiT
interact — B3auMoOIeliCTBOBATH
interconnect — (B3aMHO) CBA3BIBATh
internal — BHyTpeHHMII
interpret — MHTepOIpPeTUPOBATH, IIEPEBOAUTH
interpreter — MHTepIIpeTaTOP, MHTEPIIPETUPYIONIAA IIporpaMma
inventory — MHBEHTapM3alMOHHAA OIMCh, TOBAPHI
involve — BKJO4YaTh B cebs, comeps:KaTh
be involved (in) — 3auuMaTbCsa (4.-J1.)
item — sjgemeHT

—_ K —_
key — xJroueBoit

keyboard — kjaBuatypa
kind — Bug, Tumn
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know (knew, known) — 3HaThH
knowledge — 3Hanue, 3HAHUA

knowledge base — 0a3za 3HaHMII

known (as) — usBecTHBIN (KaK)

label — meTka, APJBIK
launch — 3anyckaTthb
layout — pacrioyioskeHne, cxeMa PacIOJIOMKEHNA
lead (led, led) (to) — mpuBOINTE (K)
learn — u3y4aTb
less (than) — meHbIle (uem)
level — ypoBensn
like — Kak, 1Togo0OHO
likewise — moso0HO, Tak ke, TaKUM Ke o0pasom
limit — orpanMYMBaTH
limited — orpannyeHHbIN
line — cTpoka
link — cBa3bIBaThH, COEOUHATH
list — mepeyeHb, COMCOK, IIEPEUYNCIIATh, COCTABJATD CIIVICOK
little — maJo
load — 3arpy:xaTb
local area network (LAN) — sokasbHas BeraucantesbHasa ceTb (JIBC)
locate — pacmoslarath, pasMmelnaTh
be located — pacnosaraTbes, pasMeniaTbesa
location — pacmosiosxkeHne
loop — mukg
lose (lost, lost) — TepaTs
luxury — pockoIb
—_ M —_
machine — maimHa, MexaHU3M
machine cycle — MaIMHHBIN UK
mailing list — mouTOBRBINI CcrIMICOK
mainframe — GoJIbIII071 KOMIIBIOTEP, MATHPPEIM
main table — ocHoBHasa Tabaua
maintain — Hogaep K1BaTh
maintenance — DKCILIyaTallMsa, TEXHNUYECKOE 0DCIIy KMBaHME
make sure — y0eanTbCs, YIOCTOBEPUTHCH
make (made, made) up — cocraBiATH
made up (of) — cocraBaenHbIi (13)
manage — yIIpaBJIATb
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management information system — ymnpasJjendyeckas MHQPOPMAIIMOHHAS CV-
creMa, MHGOPMaIMOHHO-yIpaBJaaioniad cucrtema (MIYC)
manipulate — oOpabaTbiBaTh
manual — py4HOIi, HEaBTOMAaTU3UPOBaHHBIN
map — HAHOCUTBH Ha KapTy, COCTABJATb KapPTy WMJM CXEMY, OTOOpaskaThb
B BUJI€ KaPThI
meaning — 3Ha4YeHNe
means — CpPeICTBO
mechanism — mexaHusm
member — ujeH, dyieMeHT Habopa, BJIEMEHT MHOKEeCTBa
memory — IIaMAThb
memory location — guelika mamaT™n
mesh — metss, g4yeiika, ceTKa
message — co00IlleHIe, TTIepeJaBaeMblii OJIOK MHpOPMaIINU
microcode — MUKPOKOMaHJIa, MUKPOKO]I
minus — MUHYC
mnemonics — MHEMOHMKA, CYMBOJIVKA
monitor — OCYIIECTBJIATb TEKYIINII KOHTPOJb, KOHTPOJMPOBATD
motherboard — cucremHas mjata, MaTepMHCKaA ILJIaTa
motor — aBuraTeJib
mouse — MBbIITb
move — rnepemeniaThb(cdA), mepecblIaTh
multiple — MHOKecTBeHHBIV, MHOTOUMCJIEHHBIN
multiplication — ymHOkeHIE
_— N _—
name — Ha3bIBATb
navigate — mnepemeIathb(cs)
near — OJUBKUM
necessarily — HeoOxoaMO
need — Hy)XIaTbCsA
needs analysis — arHanmM3 moTpebdHOCTEN
network — ceTb; opraHn30BBIBATh, CO3/1aBATh CETh
network database — cereBasa 0a3a JaHHBIX
networking — opranmzanma ceTu, co3gaHne ceTu, o0beAMHEHNE B CETb
network interface card — cereBada mHTeppelicHaa maaTa
node — y3eJ cetu
nonvolatile — sHepronesaBuCUMBbIN
number — yncJyo
number (of) — paz, unucyao (uero-.i.)
numeric — 111 POBOI, YMUCIOBOI
numerous — MHOTOYMCJIEHHBIN
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object — o0BeEKT
object code — 00'BEKTHBINT KOJ, 00 bEKTHAA IIPOrpaMma
object-oriented database — 00beKTHO-OpUeHTHpPOBaHHAA 6a3a JaHHBIX
object-oriented programming (OOP) — 00 beKTHO-OPMEHTUPOBAHHOE ITPO-
rpaMMMpPOBaHME
offer — mpennarats
office automation system — cucrema aBTOMATU3AINU YUPEIKIEHUECKO
IeATeJbHOCTH; yUpesKJIeHUuecKasa aBTOMaTU3MPOBaHHASA CUCTeMa
often — wacto
once — KaK TOJbKO
ongoing — HeIpepbIBHbIN
operate — paboTaTb
operating system — omepalMoHHasa cucTeMa
option — omna
order — TopAOOK, 3aKa3
in order — 1o TIOpPAIKY
original — mepBoHaYaJJIbLHBIN
other — npyroii
otherwise — B mpoTuBHOM ciydae
output device — ycTpoiCcTBO BBIBOZA
overview — 0030p
own — cOOCTBEHHBI
ownership — cobcTBEHHOCTB, ITPaBO COOCTBEHHOCTM
on one's OWN — CaMOCTOATEJIEHO

—_ P —_

packet — maker, OJIOK JaHHBIX
page — cTpaHuUIEA
parent — POAUTESHLCKUI, TOPOIK IO
part — JacTb

partial — gyacTUYHBII
particular — ocoOsbrit, ocobeHHBbIN, cienuyUecKui
pass — IepeqiaBaTh, IIPOITYCKATH
path — yTs, crmocob
payload — 6Ji0K maHHBIX
peer-to-peer network — onHOpaHTrOBadA CEThb
perform — BBLIIOJHATH
peripheral — nepudepnitnoe obopynoBanne
permanent — IIOCTOAHHBIN

permanently — 1moctosHHO
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personalize — MHIMBUIYaIM3UPOBATH
phase — dasa, sran
phrasing — BrIpakeHMe, 000POT, CUHTAKCUYECKAA KOHCTPYKIINMA
piece — mOpIMA, KYCOK
pilot — mpoOHEI, BKCIIEPUMEHTAJILHbIN
placeholder — meTka-3amosHNTEb
plus — mroc
point-and-click — HaBecTU U HIEJKHYTD
popular — nmonynApHbIN
portable — mMainMHOHE3aBUCUMBIV, MOOMJIbHBIN, IT€PEHOCUMBIIL
possible — Bo3MOKHBIT
posting — oTmpaBKa coobIleHnA (B ceTn)
power — MOIIIHOCTb, IUTaHNE, ITPOU3BOAUTETIbHOCTD
preference — mpexnouTenne; HacTPOIKa
present — npencraBJATh
press — Ha)KMMaTbhb, HAJIABJMBATD
prevent — mpeaoTBpaIiaTh, MEIIAThb
price — 1eHa
primary — OCHOBHO
probably — BepoaTHO
procedure — mporiegypa
proceed — IPOJOJIIKATD
process — oO6pabaThIBATH
processing — obpaboTka
processor — IIPOIIECCOP
programmer — IIPOIPaAMMICT
programming language — A3BLIK IIPOrpPaMMMPOBAHNA
promote — IpoaBUraThb
proper — IIPaBUJbHBIM, HAJIEMKAIIIUI, TOJIKHBIN
properly — npaBuJIbHO, JOJKHBIM 00pa30M, KaK CJIeqyeT
prototype — MakeT, IPOTOTUII
provide — obecrieunBaTh
public utilities — xoMMyHaJIbHBIE CITYKOBI
punctuation — TyHKTyaImu:a
purchase — mokyrmka
purpose — 1ieJib, Ha3HAaYEHIE

quantity — KOJM4YeCcTBO
query — 3ampoc, JeJjlaTb 3aIIpoc
quickly — 6wIcTpO
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random access memory (RAM) — onepaTuBHOe 3amoMMHaIOIlee
ycrpoiictBo (O3Y)
read-only memory (ROM) — nocrosHHOe 3amomMmHamIee ycrpoictso (I13Y)
ready — roTtoBblIit

be ready — ObITb TOTOBBIM
reassemble — meperpaHCcaMpPOBATH
receive — I0Jy4aTh
recent — mocJiegHNI, HeJaBHUI
recharge — nepesapsaxaTb
reconstruct — BoccTaHaBJNMBATH
record — 3ammch
refer — MMeTb OTHOIIIEHNME, OTHOCUTHCA (K U.-JL.)

reference — ccruraThesa
refresh — oOHOBJIATH
register — perucTp
relate — cooTHOCUTH

related — cBaA3aHHBIN
relational database — pesanmonnasa 6a3a TaHHBIX
relationship — oTHoIeHME
relatively — oTHOcuTEIBHO
remain — ocTaBaTbCA
remote — IMCTaHIMOHHBIN, OTAAJIEHHBIN, yAaJEHHBINI
to repeat — IOBTOPATH

repetition — moBTOpEeHME
report — oT4éT, cooOIeHNE
represent — IpeaCcTaBJIATh
request — 3ampalmBaTh, 3alpPoC
require — TpeboBaThH
researcher — uccaenoBaresb
resource — pecypc
rest (of) — ocranpHasa JacTh (Uero-ii.)
retrieve — OTBICKMBaThb
reverse — oOpaTHBIN, B 00paTHOM HalpaBJIEHUN
ring — KOJIbIIO
route — rnepenaBaTb, HAIIPABJIATH

router — MapuUIpyTU3aTOP CETU
routine — PyTUHHBIN, TOBCEJHEBHBIN
row — psAJ, CTPOKa
rule — npaBmIO
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run (ran, run) — BBIIOJIHATDH, UCIOJHATDH, 3allyCKaTh (IIporpaMmy, KO-
MaHJZy); BeCTU (Ziesio, IpeanpuaTue); padboratb

—_ S —_

select — BbIOMpaTh, OTOMpPATH

selection — BBIOOP, O0TOOP
send (sent, sent) — OTIIPaBJIATH, IIOCHLIATH
sequence number — OPAAKOBLIV HOMEP
sequential — mocJyiemoBaTeIbLHBIN
series of — psax (uero-J.)
set — Habop; ycTaHaBJIMBATH
several — HECKOJIBKO
shape — dopma
share — pasznenATb, cOBMECTHO (KOJIEKTMBHO) MCIIOJIb30BATh
sign — 3HaK
silicon — xkpemHMII
similar (to) — anaJsiornM4HeIl (4eMy-JL.), CXOOHbIN (C YeM-JI.)
simple — mpocToii

simply — nipocTo
simultaneous access — OJHOBpPEMEHHBI JOCTYII
single — enuHCTBEHHBIN
size — paszmep
sliver — ruractuHa
slowly — mepnsenHoO
software — mporpamMMHOe obecrieueHne
solution (to) — perenue (4gero-Ji.)
sort — copTHUpPOBaTh, YIIOPALOYNBATH
sound — 3BYK
source — MCTOYHUK
source code — MCXOIHBIN KOJI, ICXOMHbIN TEKCT (IPOTrpPaMMhbI)
space — IIPOCTPAHCTBO, 00JIACTH
special-purpose — cnenmaJM3npPOBaHHBIN
specific — 3amaHHbIN, crierudpUIeCKMi
specify — 3amaBaTh, cienmUIIMPOBATD
speed — cropocTb
spontaneously — CIIOHTaHHO, CaAaMOIIPOM3BOJILHO
spreadsheet — syiekTponHasa Tabauia
square root — KBaJpaTHBLII KOPEHb
star — 3Be31a
start — HauMHATDH
starting point — Ha4yaJibHaA TOYKAa, HaYaJbHbBIN IYHKT
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start-up instructions — HaYaJbHble MHCTPYKLMUM, KOMaHbI
statement — yTBep)KJeHNe, BbICKa3bIBaHNE
static RAM — cratuueckoe O3Y
status — cocroaHue
steering wheel — pyJsieBoe KoJeco
step — mar
still — Bcé emné, moka
storage — 3amoMmHamwIllee yCTPOMCTBO; XpaHeHUe, 3alIOM/HaHe
storage space — 00'bEM ITaMATU
store — XpaHUTh, 3alIOMMHATDb
streamlined — moTOKOBBIL
structure — CTPYKTypPMUPOBaThH
structured programming — CTPYKTypHOE IPOrpaMMIPOBaHME
subdivision — monpa3ses, nogpasnesieHne
subtraction — BeIUMTaHUE
such as — Takue, Kak
suitable — moaxomAINMII, COOTBETCTBYIOIINIA
support — monaepsKUBaTh, MOAJEPIKKA
syntax - CUHTaKCHUC, CUHTaKCUYeCKas CTPYKTypa
systems design — IpoeKTUPOBaHNE CUCTEMBI
systems development life cycle (SDLC) — :kusHeHHBI ITUKJ pa3paboTKu
CUCTEMBI
_— T _—
table — Tabauma
tag — ApPJBIK, MEeTKa
task — 3amaya
team — rpymnmna
technical writer — TexHMuyecknit nucaTesb, peJaKTOP TEXHUYECKON JTOKY-
MEeHTaINI
teleconference — TesekoH(epeHIA
tell (told, told) — coobiiaTs
TELNET — 0a3oBasa cereBas ycayra B JIHTepHeT
temporary — BpeMEHHBIN, IIPOMEKYTOYHDIN
term — TepMuH
terminator — TepMMHATOP, 3arJylIKa
terrain — Tepputopusa, palioH
test — MCOBITBIBATDH, MPOBEPATH, KOHTPOJIMPOBATb, TECTUPOBATD
text box — TekcToBOe TOJIE
text editor — TeKCTOBEIV pegaKkTOpP
that is — To ecTb
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therefore — ciemoBaTesnbHO
think (thought, thought) — npencrasiaTs cebe
through — uepes
throughout — mosciony, Besme
tire — mmMHA, TOKPHIIIKA
time-consuming — 3abuparliuii MHOTO BpeMeHU, TPYL0EMKIIL
tiny — KpoOIlle4HbI
token — mapkep, MeTKa
tool — mHCTPYMEHT
toolbar — nmanesib MHCTPYMEHTOB
topic of interest — unTepecyroiaa Tema
top-level — BBICOKOTO ypPOBHA
topology — Tomosiorusa cetn
top speed — MakcuMaJbHASA CKOPOCTD
track — orciesxuBaTh
traffic — moTox mamHHBIX B ceTn, Tpaduk
train — o0y4aTh

trainer — criermaJancT Mo 00y4YeHMIO

training — oOyueHne
transaction processing system — cucrema 00pabOTKM TpaH3aKIUM
translator program — TpaHcaMpPYyIOIaA IporpaMma
transmit — nepenaBaThb
treelike — npeBOBUIHBII
tremendous — OrpoMHBIN
true — MCTUHHBIN
trunk table — ramasuas TabJsuia
turn on — BKJIIOYATH
type — BBOOUTH, HAOMpPATH Ha KJIaBUAType
typical — TUIMYHBI, OOBIYHBIN

—_ U —_

unable — HecmocoOHBIN

be unable — ObITE He cITOCOOHBIM
underlie (underlay, underlain) — JsiesxaThb B ocHOBe (4ero-Ji.)
understand (understood, understood) — nounmaTh
Uniform Resource Locator (URL) — yHuBepcasbHBI yKa3aTes b pecypca
unique — YHUKAaJbHBIN
unit of measure — eguHNUIla UBMepeHUA
upgrade — MOJEePHU3MPOBATH, YCOBEPIIIEHCTBOBATh
use — ONPUMEHATH, MCIIOJIb30BATh

useful — mosesusbI
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user — I10JIb30BaTeJb
user assistance architect — cmoemmajmcT 10 OKas3aHMIO IIOMOIIM II0JIb-
30BaTeJIAM

utility — oOcaysxkmBaromasa nporpamMma, ciyskeOHadA IIporpaMma

—_ V —_
variable — nmepemennasa
various — pas3JIMYHbINI
vary — OTJIMYaTbCA
vendor — IIOCTaBIIVK, IIPOU3BOAUTENb, TPOIaBel]
videoconference — BumeokoHgepeHIA
view — IpocMaTpuBaTh
visual — BU3yaJbHBIN, 3pUTETbHbIN
volatile — sHEprozaBmucuMbIi
—_ W —_
waste — TpaTuTthb (Bpemd U T.II.)
way — criocod
whether — s
wide — mmpoxruit
widely — mmpoko
wide area network (WAN) — riobaJsbHasA BBIYUCIUTEJbHAA CETh
window — OKHO
Windows Registry — cucreMmHbIll peecTp, (paili CMCTEMHOTO peecTpa
within — BHyTpH, B npenenax
word processing — TekcToBas o0paboTka

workload — pabGouasa Harpyska
World Wide Web (WWW) — Bcemupnasa nayTusHa

_Z_

ZIP Code — 1mo4ToBbINI MHIOEKC
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