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SCIENCE OF LIFE

Pollens of fl owers, sperms of animals
Coded with messages internal
Busy in the acts of creation
Millions perish in action
The few successes are the great Creations!
Also succeed microbes many
Which disrupt the inner harmony
Of organisms big and mighty!
Bodies, anti bodies, biochemical wars
Evolutionary wisdom of immune systems
Nature’s beauty opens one petal
For the researcher with knowledge tool
One by one petals open
Trillions more waiting to be seen

Y.S. Rajan



Foreword

Coexistence between microorganisms and plants has moulded civilization from the 
time humans began to rely extensively on cultivated crops for food. It is becoming 
increasingly clear that microbes are the basic of the biosphere. The interactions of 
plant roots with soil microorganisms are spatially and temporally complex. These 
interactions are fundamental to soil carbon dynamics and availability of inorganic 
and organic N to plants. The primary source of mineral nutrients for plants is the 
decomposition of organic matter by soil microbes.

Molecular Mechanisms of Plant and Microbe Coexistence reflects on the world of 
microbes in the soil that cause a soil to become biologically alive to enable plants to 
withstand better the rigors of life. For these reasons, our challenge is to understand 
the molecular processes that are crucial for establishing successful plant-microbe 
coexistence. This will not only lead to new scientific discoveries, but will provide the 
bases for new strategies for combating infectious diseases, producing novel and 
 environment friendly, microbial inoculants for protecting plants from disease, for 
promoting healthy growth and ensuring precise regulation of nutrient supply to plants.

The book has assembled contributions from leading authorities of varied back-
grounds on topics relating to interactions between plant and microbe coexistence 
research and dealing with contemporary scientific findings and cutting-edge tech-
nologies. Studying plant-microbe associations is important for all of these 
 practical reasons and also for the goal of improved agricultural productivity. 
Exploitation of beneficial plant-microbe coexistence in the rhizosphere can pro-
mote plant health and have significant implications for low input sustainable 
agriculture. A major difficulty faced by plant biologists and microbiologists is 
that many groups of microbes that inhabit rhizosphere are not cultivable in the 
laboratory. Recent developments in molecular biology are shedding light on 
microbial diversity of rhizosphere. Understanding the complexity of this environ-
ment and how the microbial communities adapt and respond to alterations in the 
physical,  chemical and biological properties of the rhizosphere remains a signifi-
cant  challenge for plant and microbial biologists. Contributors have focused on 
recent and exciting findings in the biology of plant and microbe coexistence and 
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 speculated on the technical and conceptual developments that will drive innova-
tive research to open new vistas.

The practical utility of understanding plant-microbe coexistence is obvious. 
Genomic technologies can elucidate the role of novel genes in plant-microbe 
 coexistence in the rhizosphere. The understanding of the molecular signaling 
 processes and the functions they regulate within the rhizosphere will play a pivotal 
role in promoting beneficial plant and microbe coexistence, in overcoming existing 
limitations, and in designing strategies for the generation of novel inoculant 
 consortia with applications in sustainable environmental biotechnology. The avail-
ability of new and powerful technologies for studying plant microbial coexistence 
in the soil guarantees a better understanding of these processes, which will not only 
facilitate their successful applications in biotechnology but will also provide new 
insights into sustaining plant and animal productivity, maintaining or enhance water 
and air quality, and supporting human health and habitation.

I sincerely hope that this volume will be of great interest to a wide spectrum of 
biologists.

Member of Planning Commission V.L. Chopra
Government of India
Yojna Bhavan, Sansad Marg
New Delhi 110001
India
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Preface

The coexistence of plant and microbes has had major effects on the development 
of civilization since humans began to rely extensively on cultivated crops for food, 
soon after the emergence of agriculture, dating back to about 10,000 years before 
the present (BP). The refinement of our knowledge on this system is brought about 
by the interaction between existing social values and the integrity of our  measuring 
tools- with interplay of scientific and philosophical rationale. Thus, the wisdom 
gained and practices adopted have been passed down through generations. 
The ecological competence of traditional farmers is now reflected in the resur-
gence of organic agriculture. The available ancient literature includes the four 
Vedas, Susruta Samhita, Charaka Samhita, Krishi-Parashara, and Surapala’s 
Vriskshayurveda. This literature is most likely to have been composed between 
8000 and 1000 BP. Indeed, ancient civilizations often worshipped the soil as the 
foundry of life itself. We are becoming increasingly aware that microbes are the 
basis of the biosphere. The interactions of plant roots with soil microorganisms are 
spatially and temporally complex; however, it is becoming increasingly apparent 
that these interactions are fundamental to soil carbon dynamics and the availability 
of inorganic and organic N to plants. The primary source of mineral nutrients for 
plants is the decomposition of organic matter by humble soil microbes. The 
present book on molecular mechanisms of plant and microbe coexistence thus 
reflects upon the world of microbes in the soil that cause a soil to become biologi-
cally alive and assist other organisms in withstanding the rigors of life. We know 
that microbes inhabitated the Earth long before multicellular life appeared and 
diversified. Following their appearance, multicellular plants and animals  coexisted, 
interacted and coevolved with microbes. The evolution and activity of all plants 
and animals has thus been influenced by microorganisms, often as a result of 
 intimate interactions.

We are at a time when the confluence of technological advances and the explo-
sion of knowledge on plant-microbe coexistence will enable significant advances 
over the next decade. Thus, mechanisms controlling the multiple interactions 
between plant roots, other organisms and the soil environment are currently 
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 arousing great scientific interest. As plant and microbe coexistence research is a 
true interdisciplinary field of biological and soil sciences, the volume deals with 
new scientific findings and cutting-edge technologies, including molecular 
 biological and functional genomic approaches. The present book has been organ-
ized in four sections, covering molecular mechanisms of plant and microbe coexist-
ence from the point of view of populations, genomes, molecules and methods, 
respectively. Opening the first section, Chap. 1 provides an overview of plant-asso-
ciated soil microorganisms and places the other book chapters into perspective. 
Chapter 2 deals with the role of microbial diversity in enhancing soil and plant 
health. Chapter 3 seeks to examine the structure of soil microbial communities in 
the light of evolution. Particular emphasis is placed on the defining role of plant-
microbe mutualistic symbioses. Chapter 4 deals with new techniques, based on the 
genomics of rhizosphere colonization that offer opportunities for greatly expanding 
our knowledge of signaling, recognition and interaction in the root zone. Chapter 5 
describes how the arbuscular mycorrhizal fungi, by maintaining belowground 
endosymbiosis with the roots of vascular land plants, influence the interactions 
between their host plant and aboveground insects.

The second section of the book describes the molecular processes that are 
 crucial in establishing successful plant-microbe coexistence. Chapter 6 relates to 
macromolecular structure and evolutionary genomics, examining how these relate 
to the evolution of function in transcript RNA and protein molecules. This 
approach, involving the definition of rooted phylogeny of proteomes and fold 
architectures, is leading to fundamental understandings on genome coexistence. 
Chapter 7 highlights the main features of the currently known complete genomes 
of nitrogen-fixing symbiotic rhizobia, comparisons between these genomes 
revealing their evolution. Chapter 8 discusses the pathogen stress-induced epige-
netic changes occurring in plants as a result of the production of a plant-derived 
signal, named the systemic recombination signal (SRS), which triggers the desta-
bilization of the somatic and meiotic cell genomes and leads to heritable changes 
in response to stress. Functional genomics and proteomics are two rapidly expand-
ing research areas. Chapter 9 deals eloquently with recent advances in functional 
genomics and proteomics of plant-associated microbes which will form the basis 
for new microbial inoculant-based strategies to combat infectious plant diseases 
promote plant growth and regulate nutrient supply to plants. Chapter 10 discusses 
how recent advances in molecular genetics will contribute to our knowledge of 
biocontrol process, and suggest new avenues for solving intriguing problems that 
the biocontrol industry faces, like inconsistency in performance of Trichoderma
spp. under field conditions.

The third section relates to studies indicating a significant role for signaling in 
successful plant-microbe coexistence. Dedicated studies are needed to unravel the 
function and mechanism of signaling during the different stages of plant-microbe 
coexistence. Many Gram-negative, plant-associated bacteria use N-acyl homoserine 
lactone (AHL)-mediated quorum sensing to regulate traits involved in symbiotic, 
pathogenic or surface-associated relationships with their corresponding host plant. 
Chapter 11 presents an overview of the diverse phenomena regulated by quorum 
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sensing in representative groups of these bacteria and illustrates the regulatory 
complexity often associated with these signaling networks. Chapter 12 then 
 synthesizes eloquently the information available on the various types of signaling 
 interactions that occur in the rhizosphere between microorganisms and plants. The 
investigation of host proteins interacting with viral proteins is a very promising 
approach to dissect the molecular basis of viral infections and to understand how 
viruses integrate in the complex structural and regulatory networks controlling 
plant growth; these plant-viral relationships are examined in Chap. 13. Given the 
major effects of rhizodeposition on composition and activities of microbial 
 communities inhabiting rhizosphere soil, Chap. 14 discusses the state-of-the-art of 
studies on microbial activity and microbial diversity in the rhizosphere soil.

The fourth section explores questions related to the extent of diversity within 
naturally occurring microbial communities and addresses the challenge of studying 
as yet uncultivable prokaryotes. Techniques as described in methods-based Chaps. 
15–18 offer opportunities for greatly expanding our knowledge of interaction of 
various eukaryotes in the root zone. Chapter 15 sets in motion as an example 
siderotyping as a particularly promising method for the characterization and identi-
fication at the species level of fluorescent and non-fluorescent Pseudomonas.
Offering simplicity and rapidity of execution, siderotyping could advantageously 
replace a phenotypic numerical analysis. Chapter 16 deals with recent advances 
towards understanding oomycetes, which have been facilitated by the development 
of genomics databases and proteomics-based strategies. These new tools have use-
fully complemented traditional methods of gene cloning and classical genetics. 
Advanced molecular methods that can be used to analyze rhizosphere and soil-
derived nucleic acids have been described in Chap. 17, along with examples where 
the use of these approaches has contributed significantly to our understanding of 
microbial life in soil and of microbial interactions with plants. Chapter 18 concen-
trates on in-depth morphotyping and molecular methods to characterize the ecto-
mycorrhizal fungi. It is anticipated that these methods will allow us to understand 
the interplay of genes and functions in an ecosystem.

We could not have completed this book without the unflinching cooperation of 
our invaluable contributors who are authorities from varied background and, 
despite being heavily occupied, were always willing to accede to our demands to 
focus on exciting sub disciplines via simple schematic diagrams or at times even 
sharing their unpublished work. While editing the chapters we have taken care that 
personal style of the contributors is not influenced by our own. Without the legen-
dary elephantine cool patience and composed posture of Professor Ajit Varma, 
Series Editor, this book could have remained indefinitely as an idea in our minds. 
We wish to thank Dr. Dieter Czeschlik and Dr. Jutta Lindenborn, Springer 
Heidelberg, for excellent feedback and professional support throughout the book 
preparation process. Jutta deserves special recognition of her very kind and 
 supportive nature. Our thanks are also extended to Puneet S. Chauhan for help in 
compiling the chapters and those who have participated in the production of this 
book, whose indispensable help has significantly improved the quality of individual 
chapters and of the book as a whole, but the mistakes that are left remain our 
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responsibility. Shekhar in particular is grateful to Professor Y.S. Rajan for writing 
a poem exclusively for the book despite the fact he is not a biologist but has worked 
on Indian satellite, launching and space application programmes. Shekhar would 
like to convey his indebtedness to his wife Manju and daughters Shikha and Isha, 
and Patrice to his family for their all-time support, encouragement and understand-
ing in the face of lost evenings, weekends, holidays and for the break they gave to 
us to write uninterrupted. Finally, it is hoped that the excitement and significant 
 opportunities presented in this volume about our newfound understanding of the 
relationships and the challenges that this brings for studying plant microbial 
coexistence will stimulate readers to push the field forward to new frontiers.

Lucknow, India Chandra Shekhar Nautiyal
Québec City, Canada Patrice Dion
October 2007
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Chapter 1
Plant Associated Soil Micro-organisms

Mika Tarkka, Silvia Schrey, and Rüdiger Hampp(*ü )

1.1 Micro-organisms of the Rhizosphere

1.1.1 The Rhizosphere

Roots constitute important plant organs for water and nutrient uptake. However, 
they also release a wide range of carbon compounds of low molecular weight. 
These can amount to between 10% and 20% of total net fixed carbon (Rovira 1991) 
and form the basis for an environment rich in diversified microbiological popula-
tions, the rhizosphere (Hiltner 1904). The rhizosphere has been defined as a narrow 
zone of soil which is influenced by living roots. Bacteria are an important part of 
micro-organisms inhabiting this ecological niche. Abundance and turnover of 
rhizobacteria are regulated by microfaunal grazers such as protozoa. Consequently, 
beneficial effects of protozoa on plant growth have been related to nutrients 
released from consumed bacterial biomass. This has been termed ‘microbial loop’ 
(Bonkowski 2004) and works as follows: organic compounds released from roots 
stimulate bacterial growth. Bacteria can solubilize nutrients from the mineral soil 
layer, but will sequester them. Consumption of bacteria by soil protozoa and nema-
todes will then liberate nutrients, which in due course will become available for 
plants. Fungi form another important part of the rhizosphere. Most terrestrial plants 
develop symbiotic structures (mycorrhiza) with soil-borne fungi. In these interac-
tions the fungal partner provides the plant with improved access to water and soil 
nutrients due to more or less complex hyphal structures, which emanate from the 
root surface and extend far into the soil. The plant, in return, supplies carbohydrates 
for fungal growth and maintenance (Hampp and Schaeffer 1998; Smith and Read 
1997). Due to leakage and the turnover of mycorrhizal structures, these solutes are 
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also released into the mycorrhizosphere where they can be accessed by the other 
micro-organisms. It has been shown that microbial communities within the rhizo-
sphere are distinct from those of non-rhizosphere soil (Curl and Truelove 1986; 
Whipps and Lynch 1986).

1.1.2 Fungi: Symbionts, Saprotrophs, Pathogens

Plants and soil communities are mainly linked by the provision of photoassimilates 
by the plant. In addition, plants supply organic matter by litter such as leaves, or by 
root exudates.

For nutrient recycling and supply to plants, symbiotic and saprotrophic fungi are 
essential components of the rhizosphere.

1.1.2.1 Arbuscular Mycorrhiza (AM)

With regard to symbiotic root fungus interactions, two major types exist; the arbus-
cular mycorrhiza (AM) and the ectomycorrhiza (ECM). They differ in morphological 
features and in the type of fungi. AM are typical for most herbaceous plants, 
including crop plants and also for the majority of tropical tree species (Janos 1987). In 
addition, AM constitutes the most ancient form of mycorrhiza documented by fossil 
findings (Redecker et al. 2000), which can explain its global occurrence.

The fungi involved are obligate biotrophs. They belong to the order of the 
Glomales (Glomeromycota). Typically, they form extra- and intraradical mycelia, as 
well as inter- and intracellular hyphae, coiled hyphae, arbuscules, vesicles, auxiliary 
cells close to or within the cortex of the host root. Most of these structures increase 
the effective surface area for solute exchange (see also Smith and Read 1997).

Colonization of fine roots by AM fungi starts with the formation of appressoria on the 
surface of epidermal cells and is then followed by the development of penetration hyphae. 
After successful epidermal penetration, hyphae invade the apoplast of the root cortex. 
Typical arbuscules are formed as intracellular terminal structures of trunk hyphae.

Gallaud (1905) described two major structural classes of arbuscular mycor-
rhizae, which he named Arum- and Paris-type, after the plants in which they were 
first described (for review see Smith and Smith 1990). In the Arum-type the fungus 
spreads relatively rapidly in the cortex via intercellular air spaces (Brundrett and 
Kendrick 1990). Short side-branches of the fungus penetrate the cortical cells and 
ramify dichotomously to produce characteristic arbuscules. Hyphal coils may be 
formed, but they are usually not a major component of the intraradical mycelium. 
In the Paris-type, colonization of the roots is characterized by extensive develop-
ment of intracellular coiled hyphae, which spread directly from cell to cell within 
the cortex. From these coils arbuscules can be developed, and there is very little, if 
any, intercellular growth. As a consequence, the growth rate of the infection units 
within the root is much slower than for the Arum-type (Smith and Read 1997).
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Investigations of Barrett (1958) indicated that the host, not the endophyte, 
determines the structural class of AM mycorrhiza. A similar conclusion was drawn 
by Gerdemann (1965), who showed that the same fungus can form a Paris-type
mycorrhiza in Liriodendron sp. and an Arum-type in Zea mays plants.

1.1.2.2 Ectomycorrhiza (ECM)

ECM establishes with fine roots of autotrophic trees and shrubs, especially of the 
families Betulaceae, Pinaceae, Fagaceae, Salicaceae and Dipterocarpaceae
(Read 1991; Smith and Read 1997). The fungal partners belong to the basidiomyc-
etes and ascomycetes. Typically, hyphae form a mantle of varying thickness 
around the fine roots. From there, hyphae or more specialised hyphal aggregates 
(rhizomorphs) radiate into the substrate in order to exploit nutrients and water. 
Mantle hyphae also extend into the apoplast of the root cortex. Here, they form 
highly branched networks, which establish a large surface area for solute exchange. 
This structure is called the Hartig net and constitutes the interface for the exchange 
of photoassimilates, soil water and nutrients between the host plant and its fungal 
partner.

Communities of ECM trees are dominating in the boreal and temperate plant 
biomes and are also important in certain tropical rain forest environments (Read 
1993). In these diverse plant formations, ECM fungi are best adapted to mobilise 
the sparse heterogeneous resources in phosphorus and especially in nitrogen from 
the litter layer. This function is ensured by a high diversity of fungi, which has been 
estimated between 5000 and 6000 species (Molina et al. 1992). This high biodiver-
sity of ECM fungi corresponds to a broad range of capabilities for the uptake of 
specific forms of organic and inorganic nitrogen and phosphorus, allowing the 
development of tree vegetations with low plant species diversity despite the above-
mentioned heterogeneity and limitation of nutrient resources (Read 1993).

Due to competition for photoassimilates, mycorrhiza-forming fungi can become 
protective for their source plant by preventing pathogenic fungi or nematodes from 
root colonization (Graham 2001). However, some can also become highly parasitic 
(Jonsson et al. 2001).

1.1.2.3 Saprotrophs

While interactions between wood-decay fungi themselves have been reviewed 
by Boddy (2000), there is only little information about their interaction with 
mycorrhiza-forming fungi (Leake et al. 2002). In a forest ecosystem both types of 
fungi rely on a large supply of organic carbon, either from photosynthesis (symbi-
otic fungi) or from wood and other litter (saprophytes). Both types of fungi can explore
large volumes of soil due to their ability to form hyphal aggregates (rhizomorphs), 
which allow for long distance solute transport (Finlay and Read 1986a,b; Boddy 
1993, 1999). Except for the difference in carbon source, their strategies for nutrient 
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acquisition are similar, which can cause competition (Leake et al. 2002). This 
competition is not limited to N and P but also includes organic compounds, as (ecto)
mycorrhizal fungi can produce a variety of extracellular enzymes which can degrade
a wide range of soil organics (for literature see Leake et al. 2002). The ability of 
(ecto)mycorrhizal fungi to efficiently acquire N and P from organic and inorganic 
pools in the soil brings them in direct competition with wood decomposer fungi, 
which require the same nutrients. It can thus be assumed that saprotrophs play 
mainly a role as primary colonizers, i.e. growth on lignocellulose-rich plant litter, or 
on recalcitrant organic residues, which cannot be accessed by symbiotic fungi 
(Persson et al. 1980; see also Sect. 2.1.2).

1.1.2.4 Fungal Networking

Hyphal strands have been shown to connect neighboring trees and can thus estab-
lish a large network for assimilate transfer according to source sink gradients 
(Perez-Moreno and Read 2004). Molecular proof for such networks comes from 
DNA analysis of roots and associated fungi (Saari et al. 2005). Hyphal connec-
tions also exist between fine roots of seedlings and of adult trees (Matsuda and 
Hijii 2004). This could help to compensate for shadowing and thus increase seed-
ling performance under limiting light (Booth 2004). As mentioned above, ECM 
is typical for trees and shrubs, but also some herbaceous plants form this type of 
mycorrhiza. The latter have possibly an important function in bridging forest 
gaps by spreading ECM fungi, as well as perpetuating fungal inocula when, e.g. 
after fire, tree seedlings start to re-establish (Dickie et al. 2004; Richard et al. 
2005).

1.1.3 Plant Beneficial Bacteria

The release of carbon by plant roots results in greater microbial populations and 
activity in the rhizosphere than in the bulk soil. The rhizosphere/bulk soil ratio for 
Gram negative bacteria reaches from 2 to 20 and for actinomycetes from 5 to 10 
(Morgan et al. 2005). The diversity and structure of bacterial communities is plant 
specific and varies over time (Smalla et al. 2001; Barriuso et al. 2005), and these 
microbes can have a negative, neutral or beneficial effect to plant fitness. 
Detrimental effects are caused by bacterial pathogens and parasites and bacteria 
that produce phytotoxic substances. The occurrence of pathogenic bacteria is how-
ever low in healthy plant populations. This is due to plant defence systems, which 
are selective and could cause the enrichment of plant beneficial microbes within the 
rhizosphere. The plant beneficial bacteria include saprophytes that degrade the 
organic litter, plant growth promoting rhizobacteria (PGPR), and antagonists of 
plant root pathogens (Barea et al. 2005). This section deals with the plant beneficial 
rhizosphere bacteria.
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Plant growth promoting rhizobacteria (PGPR) are usually in contact with the root 
surface, and increase plant growth by three major mechanisms: i) by improved 
mineral nutrition ii) by phytohormone production and/or iii) by disease suppression 
(Weller 1988; Lucy et al. 2004; Haas and Defago 2005). The PGPR must be able to 
colonise the root and to be present in sufficient numbers to exert their functions. 
Pseudomonas and Bacillus are the most commonly investigated PGPR, and often the 
dominating bacterial groups in the rhizosphere (Marilley and Aragno 1999; Morgan 
et al. 2005). Diverse PGPR strains have been used successfully for crop inoculations, 
including members of Azospirillum, Azotobacter, Bacillus, Enterobacter, Pseudomonas, 
Serratia and Xanthomonas (see Lucy et al. 2004 for a comprehensive list).

Two groups of PGPR exist: those that are involved in nutrient cycling and plant 
growth stimulation (biofertilizers), and those that are involved in the biological 
control of plant pathogens (biopesticides). Bacteria may support the plant growth 
by the mobilisation of inorganic nutrients, by nitrogen fixation and by the produc-
tion of phytohormones including auxins, cytokinin and volatile substances such as 
butanediol (Barea et al. 2005). In soils with low phosphate (P), P-solubilising bac-
teria release phosphate ions from low-soluble inorganic P crystals and from organic 
phosphate sources. These bacteria exude organic acids that solubilise the inorganic 
P crystals and exude enzymes that split the organophosphates (Vessey 2003). 
Although many P solubilising bacteria have been characterized, their relative 
importance in the PGPR effect is uncertain. However, if the phosphate ions are 
released in an area rich with mycorrhizal fungal hyphae, the hyphae may transport 
the P to the plants and the PGPR effect is mostly detectable (Artursson et al. 2005; 
Barea et al. 2005; see Sect. 1.2.1).

Nitrogen fixing bacteria significantly improve nitrogen availability in the soil. In 
this process the bacteria, called diazotrophs, convert atmospheric nitrogen (N

2
) into 

ammonia compounds that can be used by other organisms, including plants. 
Klebsiella strains have been isolated from the rhizosphere of a variety of plants and 
these bacteria are often called associative nitrogen fixers, since they are diazotrophs 
that colonise the root surface (Haahtela et al. 1986). Recent data suggests that some 
of the Klebsiella species fix nitrogen as plant endophytes (Iniguez et al. 2004). The 
nitrogen fixation capacity occurred only with one variety out of four tested by 
Iniguez et al. (2004), indicating a strong specificity for this interaction.

Azospirillum spp. are diazotrophs, freely living in the soil or in association with 
roots (Bashan et al. 2004). The inoculation of roots with Azospirillum spp. often 
promotes plant growth, not only due to the nitrogen fixation but also due to the 
ability of the bacteria to produce phytohormones (Steenhoudt and Vanderleyden 
2000). In general, PGPR often enhance plant growth through the production of 
plant growth regulators (Lucy et al. 2004). The auxin type phytohormones pro-
duced by the Azospirillum spp. induce root branching and thus improve plant nutri-
ent uptake from the soil (Dobbelaere et al. 1999). The growth of the plants may also 
be induced by bacterial cytokinin production (Lucy et al. 2004). Garcia de Salamone 
et al. (2001) detected five Pseudomonas fluorescens PGPR strains which promoted 
plant growth through the production of cytokinins identified as dihydrozeatin ribo-
side and isopentenyl adenosine. Recently, volatile compounds that promote plant 



8 M. Tarkka et al.

growth were isolated form bacterial cultures by Ruy et al. (2003). The authors 
observed that two Bacillus spp. and an Enterobacter cloacae strain induce Arabidopsis 
thaliana growth in Petri dish assays with a separate compartment for the bacteria. 
The growth promoting volatile was identified as 2,3-butanediol. Both Bacillus 
subtilis GB03 and Bacillus amyloliquefaciens IN937a produced this substance, 
whereas it was undetectable in other PGPR strains that did not trigger enhanced 
growth via volatile emissions.

The second major PGPR mechanism is to reduce the incidence of plant disease. 
Infectious diseases are often caused by soilborne organisms including both bacteria 
and fungi. The soils where soilborne diseases are infrequent are called suppressive 
soils, and it has been shown that the disease suppression is often caused by specific 
bacterial and fungal populations (Weller et al. 2002). Recent research highlights 
three major mechanisms for the disease suppression: antagonism, direct pathogen-
agonist-interactions, and induced systemic resistance (Compant et al. 2005).

Antagonists are naturally occurring organisms that express traits that enable 
them to interfere with pathogen growth, survival and infection. Bacteria antagonistic 
to plant pathogens represent an important part of the rhizosphere communities. The 
proportion of antagonistic strains is up to 35% of the culturable bacteria (Opelt and 
Berg 2004). The Burkholderia cepacia complex (former Pseudomonas cepacia) is 
a group of nine closely related bacterial species that have useful properties in the 
natural environment (Chiarini et al. 2006), and they have emerged as powerful 
biocontrol agents (Bevivino et al. 1998). The Gram-negative rods from 
Stenotrophomonas maltophilia (earlier Xanthomonas maltophilia) are also typical 
rhizosphere inhabitants, and a focus of scientific interest due to their potential for 
biological control (Dunne et al. 1998; Nakayama et al. 1999). Actinomycetes also 
form a group of important biocontrol agents (Whipps 2001), which is discussed 
later in this review (Sect. 1.3.2). The most thoroughly investigated group of PGPR 
antagonists are still the fluorescent pseudomonads (Haas and Defago 2005). These 
bacteria produce diverse antagonistic secondary metabolites that suppress the growth 
of other organisms. As an example, the extracellular pigment pyoverdin is an efficient 
siderophore (iron carrier), and the production of pyoverdin by pseudomonads in iron-
poor soils is an effective way to suppress the growth of non-producers by depriv-
ing the pathogens from iron (Kloepper et al. 1978). A great variety of pyoverdines 
have been identified from the Pseudomonas spp. Pseudomonads also produce metal 
chelating agents with proposed properties other than iron scavenging. Pyochelin, 
e.g. effectively binds copper and zinc, and possesses strong antimicrobial activity 
(Cornelis and Matthijs 2002). However, the antimicrobial effect of pyochelin, and 
of some other siderophores can be explained by their effective metal chelating 
activity (Haas and Defago 2005).

Direct antibiosis is used by several PGPR as a mechanism for biocontrol. 
Antibiosis by PGPR pseudomonads is often caused by the production of several 
antimicrobial substances. These chemicals not only suppress fungi but also are often 
toxic against bacteria (Compant et al. 2005). From antimicrobial compounds pro-
duced by pseudomonads, the mode of action has been partly determined for six 
classes of substances thus far. These include the electron transport inhibitors 
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 phenazines, phloroglucinols, which cause membrane damage in Pythium spp. and 
are phytotoxic at higher conditions, pyrrolnitrin, acting as a fungicide, cyclic 
lipopeptides that have surfactant properties against fungi and plants or chelate cati-
ons, and finally HCN, which is a potent inhibitor of metalloenzymes. A comprehen-
sive list of the antibiotics, producer strains, target organisms and effects on the host 
plants have been covered in a review by Raaijmakers et al. (2002). Siderophore and 
antibiotics production has been observed in other PGPR isolates as well, including 
Bacillus and Stenotrophomonas spp. (Compant et al. 2005), and Streptomyces spp. 
(see Sect. 1.3.2).

The second group of antagonistic compounds are lytic enzymes, such as cell 
wall hydrolases that attack pathogens. The ability to degrade fungal cell walls by 
chitinases is shared by many biocontrol PGPR including Pseudomonas, Serratia
and Streptomyces spp. (Whipps 2001). In addition to chitinases, some bacterial 
strains produce beta-glucanases and proteases (Dunne et al. 2000). Synergism 
between the action of cell wall degrading agents and antibiotics was observed by 
Woo et al. (2002). The authors showed that the pre-treatment of plant pathogenic 
fungi with cell wall degrading enzymes made them more susceptible to the antifun-
gal substance syringomycin.

Another important mechanism of biocontrol is the degradation of virulence fac-
tors (Compant et al. 2005). Albicidins are a family of phytotoxins and antibiotics 
which play an important role in the pathogenesis of sugarcane leaf scald disease. 
The albA gene from Klebsiella oxytoca encodes a protein which inactivates albici-
din by heat-reversible binding (Zhang and Birch 1997). In contrast to the mecha-
nism in K. oxytoca, an esterase produced by Pantoea dispersa is able to degrade the 
albicidins rendering them inactive (Zhang et al. 1998).

Bacterial cells sense their population density through a cell-cell communication 
system and trigger expression of particular genes when the density reaches a thresh-
old. This type of gene regulation, which controls diverse biological functions includ-
ing virulence, is known as quorum sensing. Certain PGPR are able to quench the 
quorum sensing capacity of the neighbouring bacteria by degrading autoinducer 
signals, thereby blocking expression of several virulence genes (Dong et al. 2000).

Inoculation of plants with some PGPR elicits a phenomenon known as induced 
systemic resistance (ISR; Van Loon et al. 1998). The ISR allows the plants to 
endure pathogen attacks that without bacterial pre-inoculation could be lethal. The 
effect is systemic, e.g. root inoculation with the biocontrol PGPR yields the whole 
plant non-susceptible (Haas and Defago 2005). Thus far, Pseudomonas, Burkholderia
and Bacillus spp. have been shown to elicit ISR (Barka et al. 2000; Brooks et al. 
1994; Ryu et al. 2004), and the search for effective substances is in progress. Root 
treatment of Phaseolus vulgaris with Pseudomonas putida BTP1 leads to significant
reduction of the disease caused by the pathogen Botrytis cinerea on leaves. Ongena 
et al. (2005) isolated the molecular determinant of P. putida mainly responsible for 
the induced systemic resistance and identified it as a polyalkylated benzylamine 
structure. Exposure to butanediol, the volatile that induces the growth of Arabidopsis
seedlings (Ruy et al. 2003), decreases disease severity by the bacterial pathogen 
Erwinia carotovora in the same plant (Ryu et al. 2004). Transgenic lines of Bacillus
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subtilis that emitted reduced levels of 2,3-butanediol, decreased Arabidopsis
protection against pathogen infection compared with seedlings exposed to volatiles 
from wild-type bacterial lines.

Environmental pollution with metals and xenobiotics is a global problem, and 
the development of phytoremediation technologies for the plant-based clean-up of 
contaminated soils is therefore of significant interest (Kramer 2005). Bacteria from 
the rhizosphere take part in the degradation of toxic compounds in a process called 
rhizodegradation (Kuiper et al. 2004). In polluted soils rhizodegradation may lead 
to a strong increase in plant yield (Lucy et al. 2004).

Many of the bacteria in the rhizosphere are unable to grow in the laboratory and 
thus culture-based methods are often inadequate for qualitative analysis of the 
rhizosphere bacterial populations. As a consequence, a number of culture-independent
approaches have been applied to the study of microbial diversity (Kent and Triplett 
2002; Artursson et al. 2005). Molecular approaches, such as 16 S rRNA analyses 
and denaturing gradient gel electrophoresis, have been used to study the presence 
of un-culturable bacteria in the rhizosphere, such as the Archaea (Bomberg et al. 
2003; Nicol et al. 2003). The first evidence for growth of the rhizosphere Archaea 
in culture was recently reported by Simon et al. (2005), and the interactions of 
Archaea with other micro-organisms in the rhizosphere is likely to become a focus 
of research in the future.

The multiple mechanisms as to how the plant beneficial bacteria promote plant 
fitness are only beginning to be resolved. It is obvious that the use of Pseudomonas
and Bacillus spp. has yielded a mass of relevant results, but much remains to be 
learned from the bacteria in other taxa. The co-operation between bacteria and 
fungi in the rhizosphere adds much complexity to the interaction of these microbes 
with plant roots, and this will be further discussed in Sect. 1.2.1.

1.1.4 Protozoa

Protozoa are another very important group of rhizosphere micro-organisms. They 
have a diameter of 10–100 µm, and can transiently form large population numbers 
which, with regard to biomass, can be equal to most of all other animal biomass 
taken together. Significant effects on nutrient mineralization (e.g. nitrogen: Schröter 
et al. 2003) result from high rates of biomass turnover. The most important bacterial 
grazers are amoebae, which have access to bacterial biofilms as well as soil or root 
surface located colonies. Access is facilitated by the ability to form pseudopodia, 
which can exploit very remote locations of bacteria (see Bonkowski 2004). Grazing 
can be highly specific: Protozoa have been shown to prefer Gram-negative bacteria, 
while Gram-positive ones benefit (Griffith et al. 1999). They thus can considerably 
modify the bacterial soil composition. A shift to Gram-positive bacteria can alter 
plant resistance to pathogens (see Sect. 1.3.2).

In the presence of protozoa, plants show a stimulation of lateral root formation, 
which results in highly branched root systems. This is most probably due to the 



1 Plant Associated Soil Micro-organisms 11

stimulation by amoebae of the release of auxin-like substances by bacteria 
(Bonkowski and Brandt 2002) and can result in a self-sustaining process, such as 
more branching – higher liberation of root exudates – better bacterial growth – better
performance of protozoa – better nutrient supply for plants and so on. By the stimu-
lation of nitrifying bacteria, protozoa can also increase local availability of nitrate, 
which in turn stimulates lateral root growth (Zhang and Forde 2000).

Both mycorrhiza-forming fungi and protozoa affect root architecture. While, 
e.g. ECM fungi induce shorter fine roots, protozoa stimulate growth of fine roots: 
they get longer and thinner. In experiments, where both types of micro-organisms 
were present, their individual effects were counterbalanced, obviously due to limit-
ing carbon supply (Bonkowski et al. 2001). This was indicated by less protozoa and 
shorter fungal hyphae. The host plant, in contrast, could take advantage of this 
competition as shown by improved P (mycorrhizal fungus) and N nutrition (proto-
zoa). The presence of both types of micro-organisms also reduced leaching losses, 
probably owing to the recovery of protozoa-mobilized nitrogen by mycorrhizal 
hyphae (Bonkowski et al. 2001). Restriction by symbiotic fungi of the allocation of 
plant carbon to the rhizosphere can also be the reason for reduced numbers of bac-
teria and protozoa (see Bonkowski 2004).

1.2 Organismic Interactions

1.2.1 Microbe-Microbe Interactions

Soil microbes sense, compete, and interact with each other in order to succeed 
within the complex microbial community. The exchange of signaling molecules, 
the production of antibiotics and siderophores and, maybe most important, the suc-
cessful competition for nutrient sources lead to success in the microbial world.

1.2.1.1 Competition for Nutrient Supplies and Space

Fungi hold the monopoly on two important nutrient supply domains in the soil, 
namely mycorrhiza (Smith and Read 1997) and decomposition of lignocellulose 
(de Boer et al. 2005), which most probably exerted a strong evolutionary pressure 
on soil bacteria. The competition between bacteria and fungi for root exudates, cel-
lulose, and lignin resulted in the dominance of fungal decomposers but also in the 
development of new niches for bacterial growth such as fungal exudates, living 
hyphal compartments and the walls of dead hyphae (de Boer et al. 2005). Fungi act 
as the dominant decomposers of complex recalcitrant organic material in the soil, 
aided by their mycelial growth habit (Griffin 1985) as hyphal growth allows the 
translocation of nutrients (Boddy and Watkinson 1995; Lindahl et al. 1999) and 
thus enables the fungus to bridge air filled voids in the soil and to cross nutrient-poor
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spots (Jennings 1987). Interestingly, one important bacterial group in soil that also 
effectively decomposes recalcitrant organic matter are the streptomycetes that also 
developed a mycelial growth (Griffin 1985).

Degradation of cellulose under natural conditions is mainly a domain of fungi. 
Even though certain filamentously growing bacteria, like streptomycetes, degrade 
cellulose (McCarthy and Williams 1992; Tuncer et al. 2004), which implies com-
petition for cellulose resources, they seem to be unable to degrade crystalline cel-
lulose as it is commonly encountered in plant cell walls (Wirth and Ulrich 2002). 
The cellulolytic potential of bacteria and fungi is comparable, but under natural 
conditions the activity seems to depend, e.g. on the pH value. Streptomycete (hemi-) 
cellulases are most effective at a neutral to alkaline pH, whereas fungal enzymes 
perform best at a more acid pH (McCarthy 1987), as it is encountered in wood 
(Rayner and Boddy 1988). The degradation of lignin is a largely fungal domain, 
even though some Streptomyces strains (Crawford 1978; Antai and Crawford 1981) 
and non-filamentous bacteria have been shown to grow on lignin or lignin-like 
compounds (Vicuña et al. 1993; Céspedes et al. 1997).

Fungal decomposition of lignin and cellulose releases huge amounts of water-
soluble sugars that may serve as growth substrates for bacteria. A strong competition 
for these sugars with bacteria could deprive the fungus of its energy sources and could 
thus result in reduced fungal lignocellulose degradation, as has been shown with the 
white rot fungus Dichomitus squalens (Lang et al. 1997). This is apparently a species-
specific interaction as another white rot fungus, Pleurotus sp., was not disturbed by 
the bacterial competition in its degradation, probably due to the production of bacteria-
inhibiting compounds (Gramms et al. 1999; Andersson et al. 2003).

Although fungi are the main composers of recalcitrant organic matter, bacteria 
are equally effective with regard to simple organic substrates such as root exudates. 
To compete for root exudates, fungi and bacteria have evolved complex strategies. 
Interference competition through bacteria includes production of antagonistic 
metabolite such as antibiotics (Milner et al. 1996; Keel and Defago 1997; Thrane 
et al. 2000), lytic enzymes (Chernin et al. 1995, 1997; Nagarajkumar et al. 2004) 
and volatiles (Wheatley 2002), whereas competition for substrate is carried out by 
the production of nutrient sequestering compounds like siderophores (Loper and 
Henkels 1999; Whipps 2001). Antibiotics isolated from rhizosphere Pseudomonas
spp. were shown to act against a range of fungi as well as bacteria (Raaijmakers 
et al. 2002), indicating that these strategies have not only evolved for the defence 
against these fungi but also against other bacteria (de Boer et al. 2005). Fungi, on 
the other hand, also developed strategies against antifungal substances of bacterial 
origin, including detoxification, transportation of antibiotics out of the cells or 
modification of bacterial gene expression (Duffy et al. 2003).

1.2.1.2 Synergism and Antagonism in the Soil

The dominating role of fungi with regard to the degradation of complex organic 
matter has not merely narrowed the niches available to bacterial occupation, but has 
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also created new ones on and around fungal hyphae, on mycorrhizal roots, and 
within fungal fruiting bodies. Fungal exudates have been described as possibly the 
only source of nutrients for these bacteria (Linderman and Paulitz 1990; Andrade 
et al. 1997; Nurmiaho-Lassila et al. 1997). The selection of particular bacterial 
strains may be due to fungal storage sugars (trehalose, mannitol; Frey et al. 1997; 
Rangel-Castro et al. 2002), even though data on the exuded carbon compounds are 
limited (Finlay and Söderström 1992; Johansson et al. 2004). In fungus-bacterium 
interactions, the association of particular bacterial strains with a specific fungus 
might indicate specificity in co-operation, and not only a coincident (de Boer et al. 
2005).

Fungal growth depends not only on soluble carbohydrates but also on growth 
factors produced by bacteria. Co-inoculation of wood chips with white rot fungi 
Resinicium bicolor or Hypholoma fasciculare and soil bacteria led to an increased 
wood degradation compared to inoculation with the fungus only. As wood degrada-
tion was not observed by bacteria alone (Murray and Woodward 2003), the question 
was raised as to whether this stimulation may have been caused by the bacterial 
production of growth factors, e.g. vitamins like thiamine (Henningston 1967), or by 
the stimulation of fungal enzyme activity due to removal of breakdown products 
through bacteria (de Boer et al. 2005). Furthermore, the production of cellulases 
and pectinases by bacteria might increase the accessibility of breakdown products 
for the fungus (Greaves 1971). Finally, detoxification of potentially harmful degra-
dation products by the bacteria (Greaves 1971) or activities of nitrogen-fixing bac-
teria might promote fungal growth (Hendrickson 1991).

A streptomycete strain, Streptomyces AcH 505, that promotes the growth of the 
ectomycorrhizal fungus Amanita muscaria and suppresses growth of several patho-
genic fungi (Maier et al. 2004; Schrey et al. 2005) was shown to produce both fungal 
growth-stimulating and -suppressing secondary metabolites (Riedlinger et al. 2006). 
Co-cultivation of the streptomycete with A. muscaria stimulated the production of 
the growth promoting substance, auxofuran, but reduced the production of the 
inhibitory secondary metabolites by the streptomycete. Furthermore, the high toler-
ance of A. muscaria against the growth suppressing compounds enabled the fungus 
to respond to auxofuran, thus creating an advantage over other microbial species that 
are more sensitive to these antibiotics (Riedlinger et al. 2006; see Sect. 1.2.3).

The main focus of research in fungus–bacterium interaction has traditionally 
been in the field of bacteria acting as biocontrol agents against pathogenic fungi. 
A wide range of bacteria such as Agrobacterium, Bacillus spp. (e.g. B. cereus, 
B. pumilis, and B. subtilis), Streptomyces, and Burkholderia are effective antagonists
of soil-borne pathogens (Barea et al. 2005). The most widely studied bacteria in 
relation to biocontrol are, by far, Pseudomonas spp., such as P. aeruginosa and 
P. fluorescens, probably not only because they are very common and well adapted 
to life in the rhizosphere, but also due to the fact that they are fast growing, easy to 
culture and to manipulate genetically and thus amenable to experiment with 
(Whipps 2001). The production of antifungal metabolites in vitro has often been 
reported (Keel and Defago 1997; Kang et al. 1998; Nakayama et al. 1999). The use 
of mutants for antibiotic production or of reporter genes and probes has been 
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applied to determine whether these antibiotics are also produced in the rhizosphere. 
Several antifungal substances have since been isolated from soil (Bonsall et al. 
1997; Raaijmakers et al. 1999; Haas and Keel 2003).

Ectomycorrhizal fungi not only interact with plants but are part of a complex 
below-ground microbial community offering the opportunity to interact with patho-
genic, saprotrophic and symbiotic organisms (Fitter and Garbaye 1994a). The 
extraradical mycelia of ectomycorrhizal fungi co-exist with saprotrophic fungi with 
which they interact in the organic layers of the forest soil. Ectomycorrhizal fungi 
may obtain at least a part of their carbon directly from soil organic matter (Chapela 
et al. 2001); thus they compete with saprotrophic fungi for nutrient resources. 
Gadgil and Gadgil (1975) demonstrated an increased degradation of pine litter in 
plots following removal of ectomycorrhizal fungi and it was concluded that possi-
ble antagonistic effects between the different fungi were eliminated. Lindahl et al. 
(1999, 2001) observed reduction of growth of the saprotrophic fungus Hypholoma
fasciculare after encountering mycelia of the mycorrhizal fungus Suillus variegatus
of which the growth was stimulated. Contact with a further ectomycorrhizal fungus, 
Paxillus involutus, in contrast did not result in comparable effects. Lindahl could 
also show that about 25% of labelled P that was captured in the mycelium of the 
saprophytic fungus H. fasciculare was transferred via the ectomycorrhizae to the 
host plant within 30 days, implying not only antagonistic effects of ectomycorrhizal 
fungi but also the ability to scavenge nutrients from the saprotroph (Lindahl et al. 
1999). In contrast, merely a limited amount of labelled N was transferred from a 
H. fasciculare to an ectomycorrhizal fungus (Tomentellus submollis) when exam-
ined under more natural conditions. This transfer was suggested to be due to NH

4
+

released from H. fasciculare without any antagonistic interaction between the myc-
elia involved. The authors suggest that such interactions are highly species-specific 
and depend on environmental and experimental conditions (Wallander et al. 2006).

Clearly, the interactions between mycorrhizal and saprotrophic fungi are still 
poorly understood (Leake et al. 2002; Cairney and Merhag 2002; Hättenschwiler 
et al. 2005) making it difficult to draw general conclusions.

Antagonism of biocontrol fungi against plant pathogenic fungi remains an area 
of scientific interest, obviously due to the economic importance of plant patho-
genic fungi. Best studied examples belong to the Trichoderma species and to non-
pathogenic strains of Fusarium sp. (Whipps and Lumsden 2001). Biological control 
of Fusarium wilt in cereals, mediated through Trichoderma, as well as non-pathogenic
Fusarium strains is associated with competition for carbon, nitrogen and iron 
(Mandeel and Baker 1991; Couteaudier and Alabouvette 1990; Larkin and Fravel 
1999). Competition may also take place for infection sites on the root surfaces. Under 
the assumption that a root offers a certain number of possible infection sites (Mandeel 
and Baker 1991), increased amounts of inoculum of the non-pathogenic biocontrol 
strain might prevent the infection with pathogenic strains. Olivain and Alabouvette 
(1999) showed that both pathogenic and non-pathogenic strains of the soil-borne 
fungus F. oxysporum actively colonized the surface of tomato roots. Both penetrated 
the epidermal cells and colonized the upper layer of the cortical cells. Here, plant 
defence reactions were stronger towards the infection with the non-pathogenic strain 
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as determined by formation of wall thickening and intracellular plugging (Olivain 
and Albouvette 1999), a result that was confirmed by Olivain et al. (2003) in flax 
(Linum usitatissimum) cell suspensions confronted with germinated microconidia 
of pathogenic and non-pathogenic F. oxysporum strains. The early physiological 
responses of the flax cells could thus be used to distinguish different strains of 
F. oxysporum with regard to their pathogenicity.

The question of direct competition within the host plant between non-pathogenic 
and pathogenic strains was addressed by Postma and Luttikholt (1996). Parallel and 
mixed inoculation of carnation roots with F. oxysporum f sp. dianthi and several non-
pathogenic strains showed that some strains were able to reduce stem colonization by 
the pathogen thus reducing disease severity. It was hypothesized that locally induced 
resistance or direct competition between strains within the vessels results in the disease 
suppressive effect after mixed inoculation into the stem (Postma and Luttikholt 1996).

F. oxysporum Fo47 and other non-pathogenic Fusarium strains have been shown 
to exhibit the biocontrol effects through competition for nutrients in the soil as well 
as competition for root colonization and induced resistance (Mandeel and Baker 
1991; Postma and Rattink 1992; Fravel et al. 2003). It may be expected that a single 
strain exhibiting all of these modes of action could constitute a more consistent 
biocontrol strain compared to a strain expressing only one of the described modes 
of action (Fravel et al. 2003).

During the competitive interaction between bacteria in the rhizosphere many 
peptide antibiotics called bacteriocins are distributed. These compounds often have 
an antimicrobial effect on closely related organisms (Rodelas et al. 1998), the bac-
terial membrane being the target for most bacteriocins (Klaenhammer 1993). 
Bacteria of the same genus or even species presumably share the same require-
ments regarding their environment (Sommers and Vanderleyden 2004). With 
respect to the population densities in soil habitat, the killing or inhibition of those 
neighbours that share the same environmental requirements enhances the possibil-
ity to survive and proliferate within the living space (Wilson et al. 1997; Sommers 
and Vanderleyden 2004). Acting as anti-competitors, bacteriocins could facilitate 
the conquest of established microbial communities. On the other hand they might 
be a defense strategy against invading strains or species (Riley and Wertz 2002).

The bacteriocin, trifolitoxin, is produced by Rhizobium leguminosarum. Gene 
transfer of the trifolitoxin genes to R. etli significantly increased nodule occupancy 
through this strain and suppressed the community of trifolitoxin-sensitive alpha-
proteobacteria in the soil (Robleto et al. 1998). The authors show that a specific 
genetic alteration of a Rhizobium strain affects its efficacy under agricultural conditions. 
They could also show that the peptide antibiotic is produced in non-sterile soil conditions, 
in spite of its apparent instability in non-sterile soil (Robleto et al. 1998).

Antibiotics produced by Pseudomonas sp. are known to be important in compe-
tition with other soil inhabitants. The production of phenazine, a secondary metabo-
lite that exhibits antimicrobial activity against a wide range of prokaryotic and 
eukaryotic microbes, is also important for the ecological adaptability of the producing 
strain (Mazzola et al. 1992; Cook et al. 1995). Population sizes of strains defective 
in phenazine production declined much faster than population sizes of phenazine 
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producing strains. The authors suggest that that the decline of the non-producing 
strains is due to a reduced ability to compete with the resident micro-organisms. In 
the presence of the plant pathogenic fungus Gaeumannomyces graminis var. tritici,
the target pathogen of the phenazine producing Pseudomonas fluorescens 2–79 and 
Pseudomonas aureofaciens 30–84, the ability to produce phenazine was less criti-
cal than without the pathogenic fungus. The authors suggest that the increased pro-
liferation of bacteria on wheat roots infected with G. graminis var. tritici might be 
a result of increased leakage of nutrients from root lesions induced by this fungus 
which would override the importance of competition in the rhizosphere.

1.2.2 Plant Microbe Interactions

1.2.2.1 Plant Endophytes

Virtually all plants host a large variety of fungi and bacteria that cause no visible 
disease symptoms. To describe these organisms, the expression “endophyte” was 
introduced by De Bary (1866). Endophytes were defined as “microbes that colonize 
living internal tissues of plants without causing any immediate, overt negative effects”
(Stone et al. 2000), thus organisms that spend at least part of their life cycle inter 
and/or intracellularly in healthy tissues of the host can be included (Petrini 1991; 
Sturz et al. 2000) as well as those that exhibit a more or less lengthy period of 
epiphytic growth, and even latent pathogens. Thus, organisms that may be described 
as saprobic or pathogenic under other circumstances are included (Boddy and 
Griffith 1989). Host-endophyte interactions may under certain circumstances result 
in disease formation (Schulz and Boyle 2005), which has been described as an 
unbalanced symbiosis (Kogel et al. 2006) or, vice versa, that the asymptomatic 
host-endophyte interaction is a balanced antagonism in which neither of the partners
gains the upper hand (Schulz and Boyle 2005).

Common to endophytic interactions is the provision of nutrients for the endo-
phyte by the plant and the protection from environmental stresses and competition 
with other microbes (Schulz and Boyle 2005). The infection of the plant with endo-
phytic organisms may lead to improved ecological adaptability by enhancing the 
plant’s tolerance to environmental stresses like drought (Ravel et al. 1997) or heat 
(Redman et al. 2002). Furthermore endophyte-infected plants often show improved 
growth compared to uninfected plants (Cheplick et al. 1989). This effect may be in 
part due to the production of phytohormones like indole-3-acetic acid (IAA), 
cytokines (Tan and Zou 2001) and/or by nitrogen fixation (Sevilla et al. 2001; 
Weidner et al. 2003; Gage 2004) as well as by the improvement of the plant’s ability 
to take up other nutritional elements (Gasoni et al. 1997; Reis et al. 2000). Furthermore,
fungal endophytes provide certain grasses with improved protection from herbivory 
(Preszler et al. 1996; Wilkinson et al. 2000), from some bacterial and fungal 
pathogens (Christensen 1996; Sturz et al. 1999), nematodes (Hallman and Sikora 
1996) and mammals (Bacon et al. 1977).
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The occurrence of endophytes has been recorded from almost all vascular plants 
examined thus far (Sturz et al. 2000; Arnold et al. 2000), as well as from marine algae 
(Smith et al. 1989), mosses and ferns (Petrini et al. 1992; Raviraja et al. 1996). 
Among the plant endophytic organisms that were isolated from roots, stem, leaves 
and seeds are fungi (Stone et al. 2000), bacteria (Kobayashi and Palumbo 2000), 
algae (Peters 1991), and insects (Feller 1995). Fungi and bacteria seem to represent 
the prevalent endophytic organisms due to their presence in almost all plant species 
studied so far (Stone et al. 2000; Strobel et al. 2004). Infection of roots with bacterial 
or fungal endophytes leads to an extensive and systemic spreading within the root 
tissue as has been shown for Penicillium sp. (Capellano et al. 1987), Piriformospora 
indica (Varma et al. 2000), and the dark septate endophytic fungi (Mandyam and 
Jumpponen 2005). Root endophytes may even spread into above-ground plant parts, 
as has been shown for certain rhizobia (Chi et al. 2005). Furthermore, root infection 
also often results in enhanced plant growth (Schulz et al. 2002). In contrast, infection 
of shoots or leaves with endophytic fungi seems to remain mainly localised and does 
not result in improved growth of the host plant (Stone et al. 1994; Carroll 1995).

Identification and characterization of endophytic fungi from the tree Pinus mon-
ticola showed that 90% of the 2019 fungal isolates belonged to the Rhytismataceae 
but none of the isolates showed matching sequences with the known species of that 
family (Glienke-Blanco et al. 2002). The authors concluded that if most of the fungal 
endophytes represent unknown taxa then the total amount of endophytic fungi may 
well exceed one million (Glienke-Blanco et al. 2002). Despite this potentially huge 
amount of unknown fungal species, little work has been conducted to isolate and 
characterize the species and their corresponding secondary metabolites. Merely the 
interaction between a specific group of fungal endophytes (Clavicipitales, 
Ascomycota) and grasses has received special attention. This interaction often 
results in toxic syndromes in animals feeding on infected grasses and increases the 
resistance towards insects. Due to the economic importance of this interaction, 
research has been carried out regarding grass endophyte systematics, genetics, 
chemistry, and ecology (Clay and Schardl 2002; Schardl et al. 2004; Spiering et al. 
2006). The ecological influence such an endophytic fungal-plant co-operation might 
have was elucidated by Clay and Holah (1999) who demonstrated that tall fescue 
(Festuca arundinacea) infected with the fungal endophyte Neotyphodium 
coenophialum reduced the plant species diversity in its surroundings over the course 
of four years, resulting in the dominance of this single species. This example also 
shows a distinct difference between a mycorrhizal plant and an endophyte-inhabited 
grass. Mycorrhizal fungi colonise numerous host plants and may also transfer nutri-
ents among the hosts (see Sects. 1.1.2 and 1.2.3). They are thus important for the 
plant community structure (Hartnett et al. 1993; Hartnett and Wilson 1999). In contrast,
fungal endophyte symbiosis with tall fescue reduces plant species diversity and 
promotes the dominance of a single species, irrespective of the inconspicuous 
amount of biomass of the fungal partner (Clay and Holah 1999). The authors 
conclude that a “shared symbiosis (as in mycorrhiza) may equalize competitive abilities
among plants and promote diversity, whereas private symbioses may increase 
competitive differentials and decrease diversity” (Clay and Holah 1999).
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The best studied bacterial endophytic species, belonging to the rhizobia, are able 
to induce root nodules with legumes, which provide the plant with fixed nitrogen, 
leading to improved growth in nitrogen-limited soils (Weidner et al. 2003; Gage 
2004). A study of the biodiversity of endophytic bacteria colonizing the nodules, 
roots, stems and foliage of clover showed that foliage tissue possessed the greatest 
number of different genera and species (Sturz et al. 1996). In addition to rhizobia, 
root nodules hosted a further 12 bacterial species including 8 species that were 
specific to this plant part (Sturz et al. 1996). A further observation of this plant 
microbe interaction by Tokala et al. (2002) showed a nodulation-helper-effect of a 
root-colonizing soil streptomycete, resulting in increased nodulation frequency dur-
ing colonization of the root. The authors hypothezised that this effect is related to 
more vigorous and long-living rhizobia bacteroids resulting in a higher level of 
nitrogen fixation within nodules.

Species of the genus Rhizobium can frequently be found endophytically in the 
roots of certain cereal crops. Independently of root nodulation and nitrogen-fixation,
plant growth and yields are improved (Biswass et al. 2000a,b; Lupway et al. 2004). 
Interestingly, following rice root infection with certain Rhizobium strains, the 
endophyte migrates from the roots to the leaves (Chi et al. 2005). These rice plants 
produced significantly higher biomass, showed enhanced growth, and accumulated 
higher levels of the growth-regulating phytohormones, indoleacetic acid and 
gibberellin. This emphasizes the potential value of these bacteria as biofertilizers 
for sustainable agriculture (Chi et al. 2005).

A novel technology using endophytes as biocontrol agents was described by 
Taghavi et al. (2005). The endophytic Burkholderia cepacia strain VM1468, 
which was originally isolated from yellow lupine, was transformed with a plasmid 
coding for constitutively expressed toluene degradation (Taghavi et al. 2005). 
Inoculation of poplar trees with this strain did not lead to establishment of the 
transformed bacterial strain but resulted in in planta horizontal gene transfer of 
the plasmid to different members of the endogenous endophytic community 
(Taghavi et al. 2005).

1.2.2.2 Soilborne Plant Pathogens

Severe plant diseases, including root and crown rots, wilts, and damping-off, are 
caused by soilborne bacteria, fungi, and oomycetes. These diseases are important 
yield-limiting factors in agriculture and forestry, and difficult to control by tradi-
tional means, such as through the use of resistant host cultivars or synthetic fungi-
cides (Weller et al. 2002). Common and well investigated bacterial agents include 
Gram negative bacteria Erwinia carotovora, Pseudomonas, Ralstonia spp. and the 
Gram positive bacterium Streptomyces scabies. The fungal and oomycete phy-
topathogens include members of Fusarium, Phytophthora, Pythium, Rhizopus,
Rhizoctonia and Verticillium (Tournas 2005). From the forest pathogens, among the 
most important are the filamentous fungi Heterobasidion and Armillariella
(Asiegbu et al. 2005), and Phytophthora spp. (Rizzo et al. 2005).
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The bacteria Erwinia carotovora, Pseudomonas syringae and Ralstonia 
solanacearum have become established as model soilborne phytopathogens 
(Setubal et al. 2005). For example, P. syringae pv. tomato causes bacterial speck, a 
disease that leads to plant stunting and reduced yields if young plants are severely 
infected. In addition to its natural host tomato, the bacterium causes bacterial speck 
in Arabidopsis thaliana, which eases its use as a model bacterium. R. solanacearum
causes bacterial wilt in numerous solanaceous plants (e.g. eggplants, tomatoes, pep-
pers), the symptoms of which include wilting, stunting and yellowing of the foliage. 
Both R. solanacearum and E. carotovora cause rots of underground organs, e.g. 
potato brown rot, where the potatoes become brownish and get filled with bacterial 
slime. The factors related to the pathogenicity of these three bacteria have gained 
much attention recently and will be covered in the following.

The interactions between the plant hosts and the microbes are initiated by the 
detection of host released chemical signals and growth towards these cues. 
Detection of these signals leads to altered patterns of gene expression in the target 
microbes causes a changed microbial physiology, which is required for successful 
disease development (Brencic and Winans 2005). Chemotactic behaviour has been 
indicated in E. carotovora, R. solanacearum, and P. syringae (McNamara and 
Wolfe 1997; Mazumder et al. 1999; Yao and Allen 2006). Recently, Yao and Allen 
(2006) showed that chemotaxis is required not only for virulence but also for com-
petitive fitness in R. solanacearum.

Bacteria sense their local population density through quorum sensing (QS). In 
QS, the bacteria secrete and detect small, diffusible signal molecules. The patho-
genic bacteria have incorporated QS mechanisms into the signalling cascades that 
control genes for pathogenicity and colonization of host surfaces (Henke and 
Bassler 2004). The studies with E. carotovora, R. solanacearum, and P. syringae
have all yielded important information on quorum sensing and bacterial virulence 
(Henke and Bassler 2004). From the virulence factors of these phytopathogenic 
bacteria, quorum sensing systems regulate the production of diverse virulence fac-
tors including extracellular polysaccharides, degradative enzymes, antibiotics, and 
siderophores, as well as protein secretion systems. In addition, pathogen related 
plasmid transfer, motility, biofilm formation and fitness on and in plant surfaces are 
under QS controls (Von Bodman et al. 2003). The interference with QS signaling 
often leads to modulated disease development in plants, e.g. plant-derived metabo-
lites may profoundly influence quorum sensing regulated bacterial processes 
(Newton and Fray 2004).

Suppression of host plant defenses is a key step for pathogenesis. E. carotovora, 
R. solanacearum, and P. syringae mediate this by delivering effector proteins into 
the plant cells using the so-called type III secretion system. In general, the type III 
effector proteins function to optimize the host cell environment for bacterial 
growth, and their main function is to manipulate and suppress host defenses. These 
molecules are essential for the virulence of P. syringae, R. solanacearum and 
Erwinia species (Whitehead et al. 2002; Nomura et al. 2005; Grant et al. 2006). In 
Pseudomonas syringae an additional form of defense suppression has been charac-
terized. Coronatine, a bacterial toxin that structurally and functionally mimics 
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methyl jasmonate, interferes with plant defense signaling during the infection (Toth 
and Birch 2005).

Among the hundreds of Streptomyces species described, only four species to 
date have been described as plant pathogens. These species, Streptomyces scabies,
S. acidiscabies, S. turgidiscabies and S. ipomoeae, are agents of common scab 
disease in potato and other taproot crops (Loria et al. 2006). These diseases lead to 
reduction of root and shoot length, dramatic radial swelling of roots, tissue chlorosis 
and necrosis. The mechanisms of pathogenicity behind scab diseases are well 
documented, since plant disease symptoms are related to the production of a family 
of cyclic dipeptides, thaxtomins, by the streptomycete (Fig. 1.1). Two important 
findings have underlined the necessary role of thaxtomins in scab disease development.
The application of purified thaxtomins was shown to lead to identical symptoms 
than the disease itself, i.e. cell hypertrophy and stunted growth (Lawrence et al. 
1990; King et al. 1992). Second, when chemically mutagenized S. scabies strains 
were tested for their virulence, all of the mutants that produced lower levels of 
thaxtomin A relative to the parent strain showed reduced virulence in plant 
inoculation assays (Goyer et al. 1998). The plant pathogenic Streptomyces species 
possess a conserved biosynthetic pathway for the phytotoxin thaxtomin. The 
importance of the thaxtomin synthesis cluster was confirmed by an elegant genetic 
analysis (Kers et al. 2005). A large pathogenicity island, conserved among the plant 
pathogenic Streptomyces species, was transferred from S. turgidiscabies to the non-
pathogen S. diastatochromogenes. As a result the latter bacterium conferred a 
plant pathogenic phenotype.

The vascular wilt diseases, often caused by the fungi from the genus Fusarium
or genus Verticillium, lead to a particularly fast and effective killing of their plant 
hosts. Fusarium and Verticillium spp. enter the host roots directly through penetration
hyphae and colonize the root cortex by intracellular and intercellular growth. Once 
reaching the vascular tissue, the pathogens spread rapidly upward through the 
xylem vessels, essentially blocking the transpiration stream and thus provoking the 
characteristic wilt symptoms.

Fusarium oxysporum is an important pathogen that causes vascular wilt, and 
leads to economically important losses in a wide variety of plants including 

Fig. 1.1 Bioactive secondary metabolites from streptomycetes – the phytotoxins thaxtomin and 
phosphinothricin
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vegetables, flowers and tree seedlings (Salerno et al. 2000; Bai and Shaner 2004). 
F. oxysporum is increasingly used for molecular studies. As an example the use 
of green fluorescent protein based visualisation techniques has enabled the in situ
analysis of the plant infection process (Lagopodi et al. 2002), and the observation 
of F. oxysporum interacting with biocontrol organisms (Bolwerk et al. 2003, 
2005). During plant colonization, F. oxysporum produces a necrosis- and ethyl-
ene-inducing peptide (Nep1) that inhibits both root and cotyledon growth and 
triggers cell death, thereby generating necrotic spots in the host plants. The 
majority of Nep1-induced plant genes are associated with general stress response 
and ethylene signal transduction (Bae et al. 2006), indicating that Nep1 is a facili-
tator of necrosis in F. oxysporum-plant interaction. The Fusarium spp. produce a 
variety of phytotoxins during plant colonization. These metabolites cause plant 
growth retardation, inhibition of seedling growth and suppressed plant regenera-
tion (Rocha et al. 2005). F. oxysporum strains commonly produce toxins, and the 
search for the toxin biosynthesis genes in this fungus is in progress (Proctor et al. 
2004; Llorens et al. 2006).

Members of the genus Phytophthora are among the most serious plant patho-
gens, causing devastating diseases in hundreds of plant hosts and immense losses 
in agriculture (Grunwald and Flier 2005) and forestry (Rizzo et al. 2005). These 
fungus-like eukaryotes generate asexual and sexual spores that are used for survival 
in adverse conditions, and as infectious propagules capable of actively locating host 
plants. Phytophthora spp. infect by motile zoospores that land on the plant leaves 
or infect the roots from the soil solution. The infection includes recognition of the 
host by sensing host-specific factors such as isoflavones, and host-nonspecific fac-
tors such as amino acids, calcium, and electrical fields. These not only influence the 
direction of spore movements, but also hyphal chemotropism in guiding the patho-
gen to potential infection sites. The infection is systemic, and leads mostly to the 
death of host plants.

Genetic analysis of Phytophthora-plant interaction has identified host resistance 
genes and pathogen avirulence genes that interact in a gene-for-gene manner 
(Huitema et al. 2004). Genomic resources developed over the past few years are 
now allowing detailed analysis of the Phytophthora life cycle (Huitema et al. 2004; 
Judelson and Blanco 2005). The speciation of Phytophthora has received increased 
interest, and central highlands of Mexico are considered to be a center of genetic 
diversity for these microbes. Not only the potato late blight pathogen P. infestans,
but also several related Phytophthora species including P. mirabilis, P. ipomoeae,
and possibly P. phaseoli originate from this area (Grunwald and Flier 2005).

The Heterobasidion root and butt rot is one of the most destructive diseases of 
forest trees. The ecology of the disease has been intensively studied, and recently, 
by the development of infection investigated by genetic tools (Li and Asiegbu 2004; 
Asiegbu et al. 2005; Adomas et al. 2006). Karlsson et al. (2003) identified the first 
fungal genes differentially expressed during contact with roots, including genes 
encoding mitochondrial proteins, a cytochrome P450 and a vacuolar ATP synthase. 
Samils et al. (2006) recently developed a rapid and simple Agrobacterium-mediated
method of gene delivery into H. annosum, and Lind et al. (2006) the first genetic 
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linkage map of the same fungus. Heterobasidion annosum may well develop to a 
model of a forest tree pathogen.

The extent of sequenced genomes of phytopathogens is ever increasing, and 
includes those of both bacteria and fungi. Examples of the bacterial species dis-
cussed here include the genomes of Erwinia carotovora, Pseudomonas syringae
(pv. phaseolicola, syringae and tomato) and Ralstonia solanacearum. In these 
bacteria, genome analyses have already yielded significant information on their 
specific ways to cause plant disease (Setubal et al. 2005). From fungal soilborne 
pathogens, which do have considerably larger genomes than most bacterial spe-
cies, the first to be finished was that of Fusarium oxysporum. However, several 
important plant pathogenic fungi are among those being currently sequenced (Xu 
et al. 2006).

1.2.2.3 Mycorrhiza

Defence Reactions During Colonization

Intruders of plant tissues generally induce plant defence responses. These include 
the formation of reactive oxygen species, such as superoxide and hydroxy radicals 
or hydrogen peroxide, which can prevent the spreading of pathogens (e.g., Gafur 
et al. 2004 and references therein). Another strategy is the induction of secondary 
metabolism (mainly phenylpropanoid metabolism; for references see, e.g. Hause 
and Fester 2005). The respective products precipitate proteins and can thus kill the 
respective (micro)organisms. Additionally, the production of proteins involved in 
defense reactions is increased (e.g. chitinases, peroxidases, glutathione S-transferase, 
pathogenesis-related proteins; Duplessis et al. 2005). Symbiotic fungi activate 
such mechanisms partly in a way similar to fungal pathogens (Dowkiw et al. 2003), 
but to a much lower extent and only transiently. They are largely repressed when 
the symbiosis develops (for ECM see Johansson et al. 2004). Dumas-Gaudot et al. 
(2000) suggested several mechanisms to explain these responses such as weak fungal 
elicitors, release of both fungal inhibitors of activation of plant secondary metabolism,
or compounds that alleviate the efficiency of elicitors. Also the potential fungal 
symbiont can prevent damage due to plant defence reactions in the initial phase of 
contact. This results from an increased fungal expression / activity of detoxifying 
enzymes (Menotta et al. 2004; Morel et al. 2005).

Establishment of Mycorrhiza/Signalling Pathways

In order to form a functional mycorrhiza a genetic reprogramming of both partners 
has to take place. This way biochemical and morphological adaptations are intro-
duced. For ECM it has been shown that the symbiotic fungus can support growth 
and development of its host plant already before physical contact is established 
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(Herrmann et al. 2004). It is suggested that the duration of such a presymbiotic 
phase largely depends on capacity of the host to deliver carbohydrates (Herrmann 
et al. 2004). Already in the presymbiotic phase, ECM-forming partners show 
changes in gene expression (Menotta et al. 2004), which are extended later on 
(Duplessis et al. 2005). In the early stages of interaction, fungi show an increased 
expression of cell wall proteins (hydrophobins, mannoproteins) while the host plant 
up-regulates defence-related gene expression (chitinases, peroxidases), together 
with respiration-related activities, especially of the fungus (Duplessis et al. 2005). 
Collections of symbiosis-related expressed sequence tags have been established for 
Paxillus involutus/Betula pendula (Johansson et al. 2004), Hebeloma cylindrospo-
rum (Lambiliotte et al. 2004).

The establishment of an AM mycorrhiza and of root nodules (symbiosis of 
rhizobia with leguminous plants) has some signal transduction pathways in com-
mon (symbiosis receptor-like kinases; nodulation receptor kinase; Endre et al. 
2002; Stracke et al. 2002).

Induced Systemic Resistance

AM can increase root resistance towards soil-borne pathogenic fungi (Dumas-
Gaudot et al. 2000). They are thus able to induce a kind of bioprotection as reported 
for other non-pathogenic micro-organisms. This effect is not connected to changes 
in the host phenotype but increases plant resistance systemically to a wider range 
of pathogenic organisms (induced systemic resistance, ISR; Park et al. 1997; for a 
discussion with regard to AM see Hause and Fester 2005). The weak and transient 
induction of secondary metabolism in the host plant could be one of the reasons for 
the ISR response (see also Sect. 1.1.3).

1.2.2.4 Plants as Parasites on Fungi

A wide range of plants has succeeded in obtaining water and nutrients from fungi 
without delivering photoassimilates. Members of the Monotropoidae, e.g. are 
photosynthetically incompetent. Their seeds possess only marginal reserve products
and depend on specific fungal support for germination (Bidartondo and Bruns 
2005). Orchids are another example for fungus-dependent plants. About 200 
species of the Orchidaceae are obligate myco-heterotrophs (Bidartondo et al. 
2004). It is generally assumed, that these make use of fungi, which form ectomyc-
orrhizas with forest trees. This way the respective orchids gain indirect access to 
external photoassimilates. In contrast, photoautotrophic orchids were reported to 
parasite on saprotrophic and pathogenic Basidiomycetes. Recent investigations also 
give evidence that photoautotrophic orchids, especially when they grow at low light 
sites (limited production of photoassimilates), also exploit ECM fungi (Bidartondo 
et al. 2004; Taylor et al. 2004; Selosse et al. 2004).
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1.2.2.5 Influence of Invading Plants upon Soil Microorganismic Communities

As plants differ in their morphological (herbaceous, woody plants) and biosynthetic 
properties (e.g. secondary metabolites), the type of plant community will influence 
the microorganismic soil community (Wolfe and Klironomos 2005). Introduction 
of exotic plants into existing ecosystems can thus interfere with soil communities 
in many ways, exerting negative, positive or no effects (Wolfe and Klironomos 
2005). For garlic mustard, e.g., it has been shown that the release of glucosinolates 
(antibiotic effects of the non-glucoside moiety) to the soil affects the abundance of 
endomycorrhiza-forming fungi (Roberts and Anderson 2001). Vice versa, the intro-
duction of plants not naturally present in a given ecosystem can introduce new 
micro-organisms. Such an effect could be observed by reforestation of subtropical 
forests with pine (e.g., Brazil; own observations; tropical trees form endomycor-
rhizas, while trees originating from boreal zone are ectomycorrhizal). The ectomy-
corrhiza-forming fungi have spread in many regions of the Southern hemisphere 
this way (Richardson et al. 1994). Non-native plants can also be less sensitive to 
soil pathogens or even increase their abundance, with negative effects for native 
plants (Klironomos 2002).

1.2.3 Tri-Partite Interaction: Mycorrhizas and Helper Bacteria

The rhizosphere effect leads to the selection of distinct microbial communities
(Smalla et al. 2001), where fungi play an important role (Linderman 1988; Andrade 
et al. 1997; Frey-Klett et al. 2005; de Boer et al. 2005). This is due to the fact that 
the fungal hyphae, which emanate from mycorrhizas, release a substantial amount 
of the acquired plant carbon to the soil. The energy-rich plant compounds promote 
bacterial growth and survival (Hobbie 1992), and the area rich in mycorrhizal fungal 
hyphae is therefore often depicted as the mycorrhizosphere (Foster and Marks 
1967). Numerous reports exist on both ectomycorrhizal (Garbaye 1994) and endomy-
corrhizal (Artursson et al. 2006) fungi interacting with these mycorrhizosphere 
 organisms, including bacteria, yeasts and filamentous fungi (Garbaye and Bowen 
1989; Garcia-Romera et al. 1998; Fracchia et al. 2000; Sampedro et al. 2004; 
Duponnois et al. 2006).

The mycorrhizosphere effect leads to the enrichment of micro-organisms that 
improve plant fitness (Frey-Klett et al. 2005). Some of the mycorrhizosphere 
organisms directly influence the development and physiology of the plants 
through the production of plant growth regulators (Azcon et al. 1978) by increas-
ing the root branching rate or root permeability. Others may interact in a more 
indirect way that supports plant growth. For example, the interacting organisms 
may improve nitrogen or phosphate availability, lead to better survival of the 
hyphae and the plants in a contaminated soil, assist the plant resistance against 
pathogens by biological control, or show direct effects on soil quality (Barea et 
al. 2005; Frey-Klett et al. 2005).
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The most investigated group of micro-organisms interacting with mycorrhizal 
fungi and plants are the mycorrhizosphere bacteria (de Boer et al. 2005). These include
intrahyphal bacteria in ectomycorrhizal (Bertaux et al. 2003) and intra-spore 
bacteria in arbuscular mycorrhizal (Bianciotto et al. 1996) fungi, and bacterial 
species that colonize the surfaces of fungal hyphae and mycorrhizal roots (Foster 
and Marks 1966; Nurmiaho-Lassila et al. 1997; de Boer et al. 2005; Artursson et al. 
2006). Some of the mycorrhizosphere bacteria, classified as mycorrhiza helper 
bacteria (MHB, Garbaye 1994) can promote mycorrhiza formation. These include 
a variety of Gram-negative (Gryndler and Vosatka 1996; Founoune et al. 2002) and 
Gram-positive (Ames 1989; Abdel-Fattah and Mohamedin 2000; Maier et al. 2004; 
Schrey et al. 2005) species. In the following, we will give an overview on the rele-
vance and the mechanisms of the mycorrhiza helper effect.

Numerous soil micro-organisms interact with arbuscular mycorrhizal (AM) 
fungi by producing substances that stimulate plant growth and mycorrhiza forma-
tion (Fitter and Garbaye 1994b). MHB of AM symbiosis include actinomycetes 
(Ames 1989; Abdel-Fattah and Mohamedin 2000), pseudomonads (Gryndler and 
Vosatka 1996; Gamalero et al. 2004) and bacilli (Vivas et al. 2003). The data with 
Pseudomonas species indicate that these mycorrhiza helper bacteria produce 
hyphal growth promoting substances. Gryndler and Vosatka (1996) observed that 
the mycorrhizal infection rate of the roots and the growth rate of soil substrate 
hyphae were significantly higher when plants were inoculated with the mycorrhizal 
fungus Glomus fistulosum together with Pseudomonas putida or with the cell 
extract of the bacterium than with the fungus alone. After fractionation of the liquid 
Pseudomonas putida culture, Vosatka and Gryndler (1999) observed, that the appli-
cation of a fraction of low molecular weight increased the rate of mycorrhiza for-
mation and the extension of extraradical hyphae. Paenibacillus validus stimulated 
the growth of the arbuscular mycorrhizal fungus Glomus intraradices, and has ena-
bled the growth of this otherwise obligately symbiotic fungus in vitro without the 
plant partner (Hildebrand et al. 2002). Recently, Hildebrand et al. (2006) observed, 
that the hyphal growth of G. intraradices can be supported through the bacterial 
production of a specific C source, raffinose. This sugar alone was not able to sup-
port the production of fertile spores, indicating that other, additional bioactive 
substances are involved in the Paenibacillus validus – G. intraradices interaction.

The growth of ectomycorrhizal (ECM) fungi and mycorrhiza formation are sim-
ilarly promoted by MHB. The MHB have been predominantly reported from fluo-
rescent pseudomonads and sporulating bacilli (Garbaye and Bowen 1989; Founoune 
et al. 2002), and also from the genera Burkholderia, Rhodococcus, and Streptomyces
(Poole et al. 2001; Maier et al. 2004; Schrey et al. 2005). Two main mechanisms 
behind the MHB function have been observed thus far: promoted fungal growth 
rate (faster colonization of root tips) and increased lateral root branching rate (more 
infection points). In other cases, a direct contact between MHBs and plant roots 
may be required for the promotion of the mycorrhizal symbiosis, as has been dem-
onstrated for the MHB Paenibacillus sp. EJP73 (Aspray et al. 2006).

We have worked on a collection of actinomycetes that were isolated from the 
rhizosphere of a Norway spruce (Picea abies) stand. One of the isolates, 
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Streptomyces sp. AcH 505 significantly promoted the mycelial growth and mycor-
rhization rate of the symbiotic fungus Amanita muscaria but suppressed the myce-
lial extension of the plant pathogens Armillariella obscura and Heterobasidion 
annosum (Maier et al. 2004). This indicates an important application for the mycor-
rhiza helper bacterium AcH 505: the simultaneous promotion of mycorrhizal sym-
biosis as well as the suppression of pathogenic fungi. The bacterium influences the 
gene expression of the symbiotic fungus A. muscaria. The responsive fungal genes 
included members of signalling pathways, metabolism, cell structure, and cell 
growth-response (Schrey et al. 2005; Tarkka et al. 2006).

The interaction between mycorrhiza helper bacterium Streptomyces sp. AcH 
505, symbiotic fungi and the plant host also involves the production of secondary 
metabolites by the streptomycete. The fungal growth is stimulated by the bacterial 
substance 5,6,7-trihydro-7-hydroxy-3-prolylbenzofuran-4-one, a novel compound 
classified as auxofuran (Fig. 1.2) due to its similar appearance to indole acetic acid 
(Riedlinger et al. 2006; Keller et al. 2006). Auxofuran is a non-selective growth 
promoter, showing its strongest effect at high nM to low µM concentrations 
(Riedlinger et al. 2006, N. Lehr and M. Tarkka unpublished). The different 
outcomes of the interaction between AcH 505 and the symbiotic and pathogenic 

Fig. 1.2 Secondary metabolites from streptomycetes – the siderophores desferroxiamine and 
enterobactin, fungal growth promoter auxofuran, and the antibiotic WS-5995. WS-5995 B, R=H; 
WS-5995 C, R=OH
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fungal species could be explained by the bacterial production of the naphthoqui-
none antibiotics WS-5995 B and C. Since Schrey et al. (2005) observed an antifun-
gal activity of strain AcH 505 against the ectomycorrhizal fungus Hebeloma
cylindrosporum, the effect of WS-5995 B was tested on this fungus, and it was 
found that H. cylindrosporum is significantly more sensitive to WS-5995 B than A.
muscaria (Riedlinger et al. 2006). These observations suggest that the outcome of 
the interaction between the bacterium and fungal species largely depends on the 
sensitivity of the fungi towards WS-5995 B and WS 5995 C: the fungi that are sup-
pressed by AcH 505 in co-culture are sensitive against these antibiotics.

Mycelial morphology may be influenced during interaction with MHBs. 
Co-culture with P. fluorescens BBc6R8 leads to enhanced extension growth in 
L. bicolor, and in an increased branching angle and branching density in the fungal 
mycelium (Deveau et al. 2007). In the case of the MHB Streptomyces sp. AcH 505, 
although the bacterium promotes mycelial extension of Amanita muscaria, it 
sharply reduces hyphal biomass/colony area ratio due to a reduction in mycelial 
density (Schrey et al. 2007). Moreover, it reduces the diameter of the fungal hyphae 
(Maier 2003). We recently analysed the structural background of this hyphal thin-
ning: bacterial inoculation leads to a changed organisation of the actin cytoskeleton 
in A. muscaria (Schrey et al. 2007).

Because of their selectivity, it has been suggested that mycorrhiza helper bacte-
ria could become an alternative to soil fumigation, e.g. they could simultaneously 
be used for controlled mycorrhization and for antagonism against phytopathogenic 
fungi (Duponnois et al. 1993). However, our data on the interaction between the 
phytopathogen H. annosum and Streptomyces sp. AcH 505 are of concern (Lehr 
et al. 2007). We observed that while 11 Heterobasidion annosum strains tested were 
suppressed by AcH 505, root infection with one fungal isolate was promoted by 
the bacterium, involving a mechanism that leads to suppression of plant defence 
response. This suggests that some MHBs might behave as helpers of both symbiotic 
and pathogenic fungi.

The occurrence of MHB outside the traditionally investigated pseudomonads 
and bacilli (Poole et al. 2001; Schrey et al. 2005) suggests that the MHB activity 
could perhaps be found from all bacterial groups that exist in the rhizosphere. This 
argues for a taxonomically neutral approach while analysing potential MHB. In 
order to better investigate the MHB-fungus-plant interactions under natural condi-
tions, it is necessary to isolate MHB strains that have the potential to exert their 
effects in the competitive soil substrate. For this, novel screening methodologies 
should be developed, where the endurance of the given bacterial species in the 
mycorrhizosphere should be addressed. As a recent technical breakthrough, 
Artursson et al. (2005) developed an effective bromodeoxyuridine incorporation 
method, which enables the identification of actively growing bacteria in the soil. 
This has proved to be a useful technique in the monitoring of mycorrhizosphere 
bacteria. The range of habitats that have been investigated in respect to MHB has 
recently broadened, for example through the work with Glomus MHB at heavy-
metal-polluted sites (Vivas et al. 2003) and by the analyses of Acacia mycorrhizas 
in the sahelian areas (Duponnois et al. 2006).
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1.2.4 Role of Micro-organisms in Weathering

Weathering is an important means to make essential elements available for plants. 
It is a result of physical disintegration and chemical decomposition of rocks and 
contributes substantially to soil fertility and ecosystem productivity (Hoffland et al. 
2004). Micro-organisms such as bacteria and fungi play a pivotal role in this proc-
ess, which depends on redox reactions and the liberation of organic acids. The latter 
can be released by fungal hyphae. Due to the high carbon cost, symbiotic fungi 
have an advantage over saprotrophic fungi, which are limited by carbon supply 
according to the availability of litter. Most efficient with regard to weathering are 
fungi, which form ecto and ericoid mycorrhizas (Landeweert et al. 2001). For a 
recent review on the topic see Hoffland et al. (2004).

1.3 Chemical Ecology of the Rhizosphere

1.3.1  Endophytic Organisms as Sources of Bioactive 
Secondary Metabolites

Secondary metabolites have been defined as “outwardly directed compounds pro-
duced during differentiation of a living organism” (Samson and Frisvad 2004), 
which are of low molecular weight and are not required for growth in pure culture. 
Instead, they fulfil essential functions during adaptation to natural surroundings 
(Demain 1981). Endophytes are especially interesting as a novel source of second-
ary metabolites, as these compounds can be biotope-specific (Schulz et al. 2002). 
Endophytes produce secondary metabolites in order to compete with other epi-
phytic organisms for space on the plant before entry, within the host tissue with 
pathogens, and presumably interfere with the fine-tuning of the host metabolism 
(Schulz et al. 2002). Thus, the isolation of metabolites from organisms with such 
distinct and unusual environments promises the detection of novel biologically 
active substances with the potential for medical, agricultural, and/or industrial 
exploitation. Plants from unique environmental settings promise to be interesting 
sources. Good candidates are those who have an unusual biology, exclusive survival 
strategies, a relevant ethnobotanical history, as well as plants with an unusual lon-
gevity, or plants growing in areas with large biodiversity (Strobel et al. 2004).

The diversity of endophyte secondary metabolites was reviewed by Tan and Zou 
(2001), by Strobel and Daisy (2003) and more recently by Strobel et al. (2004). The 
isolated secondary metabolites belong to several chemical categories like amines 
and amides, indole derivatives, pyrollizidines, steroids, terpenoids, sesquiterpenes 
and diterpenes, flavonoids and others (Tan and Zou 2001).

Endophytic fungi have been reported to produce a variety of secondary meta-
bolites that are able to kill harmful micro-organisms like phytopathogens, bacteria, 
fungi, viruses, and protozoans (Tan and Zou 2001; Strobel and Daisy 2003; Strobel 
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et al. 2004). A novel antimycotic substance, cryptocandin, was isolated from the 
endophytic fungus Cryptosporiopsis cf. quercina from the medicinal plant 
Tripterigeum wilfordii. This substance is a unique lipopeptide antibiotic with an 
inhibitory potential against, e.g. Candida albicans (human pathogenic fungus) and 
Botrytis cinerea (plant pathogenic fungus). However, the biological role of crypto-
candin in nature has not been investigated. The authors suggest that cryptocandin 
might act in pathogen defense due to the general antimycotic potential of the sub-
stance (Strobel et al. 1999). Another medicinal plant, Erythrina crista-galli, hosts 
species of the fungal endophyte Phomopsis. The secondary metabolite, phomol, 
extracted from fermentations of Phomopsis shows antifungal, antibacterial as well 
as weak cytotoxic activity (Weber et al. 2004). The plant harbouring the endophyte 
was traditionally used as an anti-inflammatory drug, a trait that could be repro-
duced under laboratory conditions.

The isolation of bacteria belonging to the actinomycetes, or ideally to the strep-
tomycetes, enhances the opportunity to find bioactive secondary substances, since 
these organisms are well known producers of antibiotics (Demain 1981). 
Streptomyces NRRL 3052 that was isolated from the Australian medicinal plant 
Kennedia nigriscans, used to dress bleeding wounds (Castillo et al. 2002), was 
shown to produce munumbicins A, B, C, D, E-4 and E-5. These constitute antibiot-
ics with a broad activity against many human as well as plant pathogenic fungi and 
bacteria, and a malarial parasite, Plasmodium sp. (Castillo et al. 2002, 2006). Due 
to the occurrence of further bioactive compounds the authors claim that Streptomyces
NRRL 3052 is the most biologically active endophytic Streptomyces spp. on record 
(Castillo et al. 2006).

Comparably, coronamycin is a novel antibiotic isolated from an endophytic 
streptomycete from Monstera sp., a plant growing in the upper Amazon region of 
Peru (Ezra et al. 2004). The peptide antibiotic shows activity against certain plant 
pathogenic fungi and the human fungal pathogen, Cryptococcus neoformans, but 
also has activity against Plasmodium falciparum (Ezra et al. 2004).

These examples show that endophytes are a promising source of bioactive 
secondary metabolites with great potential for use in agriculture, medicine and 
industry. They also show, however, that the ecological role of such metabolites in 
the interaction between endophyte and plant is largely unknown. One exception is 
the co-operation between endophytic fungi of the genus Neophytodium and Festuca 
arundinacea (tall fescue grass). Peramine, an alkaloid that was isolated in culture 
as well as in planta is toxic to insects without being harmful to mammals (Dew 
et al. 1990; Rowan and Latch 1994). In addition, other alkaloids have been 
described from the Neophytodium–Festuca interaction and their ecological roles 
have been addressed (Petroski et al. 1992). These compounds are toxic to mammals 
and insects, frequently producing toxicoses to feeding animals, and are thus also of 
economical interest.

Generally, very little is known about the metabolite spectrum of an endophytic 
organism in sterile culture compared to natural conditions. It is at least conceivable 
that certain metabolites are produced in vivo in order to occupy an ecological niche 
or to fine-tune the host metabolism, properties that might be lost during axenic 



30 M. Tarkka et al.

cultivation. Very little is also known about both plant/endophyte and endophyte/
endophyte interactions (Strobel et al. 2004). Elucidation of the molecular and 
biochemical regulation of effector molecule production, as well as a deeper knowledge
about their ecological functions is clearly needed.

1.3.2  The Roles of Streptomycetes in Plant Pathogenesis 
and Symbiosis

The streptomycetes are distinguished by their ability to produce diverse secondary 
metabolites (Goodfellow and Williams 1983). To date, approximately 17% of bio-
logically active secondary metabolites (7600 out of 43,000; Berdy 2005) have been 
characterised from these filamentous bacteria. The streptomycetes commonly pro-
duce 2–3 dominant secondary metabolites, along with approximately 10 minor 
compounds. To ensure that these mixtures are effective, these bacteria often pro-
duce synergistically acting compounds, and the cost of their production is greatly 
decreased due to so-called combinatory biosynthesis. The acquisition and the reten-
tion of the substance diversity are enabled due to horizontal gene transfer between 
streptomycete isolates, together with the strong microbial competition (Firn and 
Jones 2000; Challis and Hopwood 2003; Davelos et al. 2004; Weissman and 
Leadlay 2005).

When applied as a single substance, most of the chemicals produced by strepto-
mycetes do not possess any activity against specific target molecules unless tested 
at high concentrations (Firn and Jones 2000). In response to this, the streptomycetes 
simultaneously produce several bioactive secondary metabolites, which, in combi-
nation, possess a strong biological activity (Challis and Hopwood 2003). These 
mixtures, often consisting of antibiotics, metal chelators and growth regulators, 
may act in a synergistic way. For example, several reports suggest, that as single 
antibiotic production does not show any significant effect on the target organism, 
the mixture of many antibiotics kills the target (Cocito et al. 1997; Liras 1999). 
Other sorts of streptomycete chemicals may also act together. In their search for 
secondary metabolites from streptomycetes, Fiedler et al. (2001) detected an 
uncommon iron chelating substance from the culture extracts of two streptomycete 
strains. This was identified as enterobactin, a characteristic siderophore of 
Enterobacteriaceae sp. (Fig. 1.2). The production of enterobactin in addition to the 
common siderophores, desferri-ferrioxamine B and E, could be an important fitness 
factor in an iron-poor soil substrate (Challis and Hopwood 2003).

To lower the costs for secondary substance production, streptomycetes have 
evolved the combinatorial biosynthesis of secondary metabolites. This permits the 
production of a mixture of secondary metabolites by relatively small changes in the 
synthesis machinery. Polyketides represent an extremely rich source of biologically 
active compounds produced through combinatorial biosynthesis (Weissman and 
Leadlay 2005). Polyketide synthases contain subunits with differing functions, and 
small differences in the combination of these modules can cause an alteration in the 
molecular structure of the final product (Firn and Jones 2000).
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The frequency of microbial encounters will increase at increased population 
densities. This has a strong effect on the extent to which streptomycetes produce 
chemicals in the soil. As an example, populations of high density have a stronger 
relative benefit from antibiotics production than low-density populations (Wiener 
2000). Davelos et al. (2004) showed that the frequency and intensity of antibiotics 
production by streptomycetes are related to the location of the streptomycetes in 
the soil. Where high population densities were achieved, the isolates produced 
more frequently antibiotic substances (Davelos et al. 2004). In the rhizosphere, the 
microbial population densities are extremely high, and the data from Davelos et al. 
(2004) suggests that the rhizosphere could be a hotspot for antibiosis. Indeed, Frey-
Klett et al. (2005) were able to show that the rhizosphere effect leads to the enrich-
ment of bacteria that suppress plant pathogenic fungi.

The soil-borne plant pathogens – rots, wilts, and damping-off diseases – greatly 
reduce plant productivity in agriculture and forestry. Most of these pathogens are 
difficult to control by conventional methods such as the use of resistant plant culti-
vars or the controlled release of anti-microbial chemicals, since pathogens often 
become resistant against specific host defense mechanisms, and the spread of a 
single antibiotic species in the field rapidly leads to a selection for resistance genes 
in the target organisms (McManus et al. 2002; Fravel 2005). Biocontrol means the 
use of microbes for the amelioration of plant diseases. Streptomycetes have been 
characterised as an important group of biocontrol agents (Kerry 2000; Whipps 
2001; Weller et al. 2002).

Streptomycetes can inhibit diverse plant pathogens, including Gram-positive and 
Gram-negative bacteria, fungi and nematodes (Crawford et al. 1993; Chamberlain 
and Crawford 1999; El-Abyad et al. 1993; Samac and Kinkel 2001). Biocontrol 
strains from Streptomyces spp. have often been isolated from so-called suppressive 
soils; soils whose microbial communities suppress plant disease development 
(Weller et al. 2002). For example, the common scab disease of potato, caused by 
Streptomyces scabies (Loria et al. 1997), is effectively suppressed by streptomycete 
isolates from S. scabies suppressive soils. The disease suppression effect can be long 
lasting. Liu et al. (1995) added streptomycete strains to a soil that was non-suppressive 
against potato scab. Even by the fourth year after the inoculation, the disease 
reduction due to these strains was at 63–73% in comparison to the mock-treated 
control. The biocontrol activity of these Streptomyces spp. can often be explained 
by direct inhibition of the growth of the pathogen (Eckwall and Schottel 1997; Liu 
et al. 1996), but it has been observed, that stronger biocontrol agents also have a 
capacity to resource competition (Neeno-Eckwall et al. 2001; Schottel at al. 2001).

The endophytic bacteria comprise several Streptomyces spp. (Hallmann et al. 
1997). The streptomycete endophytes have been suggested as a promising source 
of biologically active natural products, since some streptomycetes associated with 
plants prevent the host from being attacked successfully by fungi and pests through 
the production of specific substances. These include antibiotics (Taechowisan et al. 
2005), siderophores (Cao et al. 2005) and plant disease resistance inducing metabo-
lites (Igarashi et al. 2000).

Streptomycetes are able to promote or suppress plant root symbioses. The out-
come of the interaction is largely dependent on the level of resistance, which the 
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symbiotic microbe possesses against the streptomycete-supplied antimicrobial 
substances. Gregor et al. (2003) showed, that wild type strains of Bradyrhizobium 
japonicum were unable to form root nodule symbiosis with soybean following 
co-inoculation with the antagonistic Streptomyces kanamyceticus. In contrast, 
B. japonicum mutants with increased antibiotic resistance formed significantly 
more root nodules in the presence of the streptomycetes than without it (Gregor et 
al. 2003), indicating that the antibiotic production by the bacteria may mask their 
nodulation promoting capabilities. Streptomyces lydicus WYEC108 suppresses 
root pathogenic fungi by mycoparasitism and by the secretion of antifungal metab-
olites (Crawford et al. 1993; Yuan and Crawford 1995). It also promotes plant 
growth, possibly through siderophore production. It was shown by Tokala et al. 
(2002) that S. lydicus colonizes the outer layers in pea root nodules and promotes 
root nodulation. The root nodule colonization by the streptomycete leads to a sig-
nificantly increased rates of nitrogen fixation (Tokala et al. 2002), increasing the 
benefit of the symbiosis for the plant host. The promotion of mycorrhizal symbiosis 
establishment by Streptomyces sp. AcH 505 is dealt with in Sect. 1.2.3.

Several of the most potent natural phytotoxins have come from nonpathogenic 
microbes, including some produced by streptomycetes (Barazani and Friedman 
2001). The ecological role for phytotoxin production has not gained much interest, 
except for the thaxtomins (Fig. 1.1). These are cyclic dipeptides produced by 
Streptomyces scabies, S. acidiscabies, S. turgidiscabies and S. ipomoeae, agents of 
common scab disease in potato and other taproot crops (Loria et al. 1997). The 
thaxtomins cause reduction of root and shoot length, dramatic radial swelling of 
roots, tissue chlorosis and necrosis. Thaxtomin production seems necessary for 
proper scab disease development, since all S. scabies mutants that produce lower 
levels of thaxtomin A relative to the parent strain show reduced virulence in plant 
inoculation assays (Goyer et al. 1998). Indeed, the application of purified thax-
tomins was shown to lead to identical symptoms than the disease itself, i.e. cell 
hypertrophy and stunted growth (Lawrence et al. 1990; King et al. 1992).

The streptomycetes may have an impact on plant populations due to their abil-
ity to produce phytotoxins. As with antibiotic production, some of the strepto-
mycete species may produce more than one phytotoxin; for example, three 
different phytotoxins, geldanamycin, nigericin, and hydanthocidin, have been 
isolated from Streptomyces hygroscopicus (Barazani and Friedman 2001). Many 
of these phytotoxic compounds have proved most useful as herbicides (Saxena 
and Pandey 2001). The glutamine synthase inhibitor phosphinothricin (PT) is the 
most successfully marketed natural product-based herbicide (glufosinate, Fig. 
1.1). PT itself is produced by Streptomyces viridochromogenes, and its precursor 
bialaphos, requiring metabolic conversion in the target plant for herbicidal 
 activity, is produced by some other Streptomyces spp (Kondo et al. 1973; Omura 
et al. 1984). PT is a relatively inexpensive herbicide, toxicologically and environ-
mentally safe, and kills a wide range of target weeds. It has even bactericidal and 
fungicidal properties (Barazani and Friedman 2001). The complete PT biosyn-
thetic gene cluster from Streptomyces viridochromogenes Tu494 was isolated by 
Schwartz et al. (2004), which makes it possible to investigate its biosynthesis in 
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detail, and could later lead to the production of novel PT-based herbicides. In 
addition, the Streptomyces spp. produces a wide variety of other phytotoxic sub-
stances (Saxena and Pandey 2001).

In general, streptomycetes have received less attention than other micro-organisms
as agents of biocontrol, as saprophytes or as modulators of plant symbioses. Expanded
studies are surely warranted due to the abundance of these bacteria in soil, their 
ability to produce antibiotics, herbicides and other bioactive substances and to split 
down complex substrates. In addition to their dominant position as producers of 
pharmaceutical compounds (Berdy 2005), these bacteria could certainly become 
more important in agricultural use.

1.4 Concluding Remarks and Future Prospects

Soil health is an important parameter affecting plant productivity. Future work on 
rhizosphere interactions should thus address the functional importance of changes 
in plant and microbial communities and use this knowledge to, e.g. improve agri-
cultural practices.

Many of the obstacles to increase our knowledge on plant-microbe interactions 
are of methodological origin. The development of molecular techniques has 
advanced our understanding of rhizosphere microbial communities and processes.

Ribosomal DNA based methods have provided some information on specific 
changes in microbial populations, but whether such populations are universally 
involved in specific processes, such as nutrient cycling, plant disease suppression 
etc., has to be specifically targeted.

Maybe the most important question to be asked concerns the functional conse-
quence of the rhizosphere effect. The first metagenomic analyses with soil DNA 
and soil RNA have provided insights into to previously unknown gene clusters, and 
expressed sequences from uncultivable soil bacteria. Due to the continuing devel-
opment of sequencing techniques and functional genomics platforms, we should, 
for example, be able to get access to ecosystem functions of unculturable rhizo-
sphere micro-organisms in the future (see Sessitsch et al. 2006).

It can be argued that, for a wider application in agriculture, more knowledge is 
required on the genomics of agrobiotechnologically interesting bacteria. Due to this, 
the genomes of several PGPR, biocontrol bacteria and fungi have been sequenced. 
Careful analyses of these genomes have highlighted features that contribute to 
the knowledge of the properties of these plant-beneficial bacteria, analyses that are 
instrumental in developing biotechnological applications. For example, the analyses
of complete genome sequences of microbial antagonists have identified genes with a 
role in biological control, rhizosphere colonization and transport capabilities for 
plant-derived compounds. One main result from these genomic analyses has been 
the detection of several previously unknown secondary metabolite gene clusters in 
biocontrol strains, predicting that the spectrum of antagonistic chemicals produced 
by the microbes may be wider than previously expected. In addition to the traditional
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biocontrol organisms, mycorrhizal fungi are also able to provide protection to the 
host plant against root and shoot pathogens. Genome sequencing projects with sym-
biotic fungi are underway and it will be most interesting to compare the genomes 
of symbiotic fungi to those of bacteria and fungi with biocontrol capacity.

There has been a considerable progress in techniques to study the mechanisms 
and patterns of root colonization by rhizosphere microbes. Advances in reporter 
gene technology could perhaps also be used to monitor C fluxes in the rhizosphere, 
production of antagonistic substances by biocontrol organisms, or colonization 
related changes in plant gene expression. Chemical communication is an essential 
part of the way in which microbial populations coordinate their behavior and inter-
act with the plant roots. In recent years there has been a breakthrough in under-
standing what these signaling compounds are and how their perception is 
accomplished. Due to the ongoing development of methods in analytical chemistry 
and genetics, a continuing increase in knowledge in this area of rhizosphere 
research may be expected.

Research on two influential plant-microbe symbioses, mycorrhizas and root 
nodulation, has enabled us to unravel how plants are able to grow on nutrient defi-
cient soils. Model legumes, Lotus japonicus, Medicago truncatula, and model 
angiosperm tree species from the genus Populus can be cultivated readily in the 
laboratory and are amenable to the techniques of modern molecular biology. The 
genomes of a number of rhizobial species, of Lotus japonicus and of Populus 
trichocarpa have been sequenced, and those of Medicago truncatula and selected 
mycorrhizal fungi will soon be available. This should allow progress in understanding
the molecular mechanisms underlying the functioning of root symbioses. As an 
example, molecular data indicate that the evolution of mycorrhizal associations laid 
the foundation for rhizobial nodulation, and these symbiosis-related signaling path-
ways are under intensive investigation. The specificity of associations between 
plants and root symbionts, which range from the species-specific to the most 
 promiscuous, has important consequences for species diversity in ecosystems. The 
interplay between plant and symbiont communities, and how this affects plant and 
microbial species richness, are some key questions to be answered in ongoing studies.
The implications of changes in the symbiont community structure in response to 
biotic or abiotic interferences, and the resulting impact on plant productivity should 
be in focus in the future.

Carbon compounds lost from different plant species can vary markedly in qual-
ity and quantity. Conversely, the micro-organisms in the rhizosphere can influence 
plants in a variety of ways, and these interactions should have considerable poten-
tial in biotechnology. Selected strains of PGPR are being used as seed inoculants, 
and bacteria responsible for increasing the availability of phosphate and other nutri-
ents in the soil have been described and tested as biofertilizers. Co-operation 
between taxonomically distant microbes shows the presence of physiological and 
genetic adaptation among the inhabitants of the rhizosphere (Fig. 1.3). Examples of 
these include the plant beneficial interactions between mycorrhizal fungi,  phosphate 
solubilising bacteria and diazotrophs. Pseudomonas-Trichoderma interaction for 
efficient biocontrol provides another excellent example of a synergistic action 
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between microbes. In the light of these observations it becomes clear why a micro-
bial inoculum consisting of a single bacterial or fungal strain often performs poorly 
in the field. Several reports show the potential of combining several biocontrol 
agents for a higher level of plant protection. Clearly, more research is needed for 
the successful application of microbial consortia in agricultural soils or in soil con-
servation. It should, however, be kept in mind that with increasing complexity, 
experimental access becomes more difficult. While it is relatively simple to investi-
gate dual interactions, tripartite systems are already considerably more challenging 
whereas even larger system can not be properly handled any more.

Nevertheless, the availability of new and powerful technologies for studying 
microbial interactions in the field and in vitro guarantees further advances in the 
understanding of the complex interactive network connecting plants, microbes and 
their soil substrate. The future challenge is to combine field and in vitro data in such 
a way that gives us a coherent picture of the rhizosphere. This will be useful when 
considering environmental and agricultural applications with rhizosphere microbes.

Fig. 1.3 Overview of plant microbe interactions in the rhizosphere. White arrows indicate a 
positive influence and black arrows indicates antagonism. Rhizosphere microbes (RM) may posi-
tively influence the formation of root symbioses through growth promotion of the symbiotic 
microbes or through the facilitation of the infection process. The RM may also have a positive 
influence on plant growth, e.g. through the exudation of plant hormones, acquisition and delivery 
of minerals, or the induction of plant disease resistance. Disease suppression may also result from 
a direct antagonism toward phytopathogens by the RM. The reader should note that the organisms 
often influence each other during the interaction process, which may enhance or suppress the plant 
beneficial effect
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Chapter 2
Role of Microbial Diversity for Soil, Health 
and Plant Nutrition

C.R. Bhatia

2.1 Introduction

Soil provides the medium for root development, and with the exception of carbon, 
hydrogen, oxygen and some nitrogen, plants depend on soil for all other nutrients 
and water. Soils develop by the disintegration of rocks, and minerals therein, 
through biotic actions of the microbes and the fauna sustained by them. Earlier, only 
the physical and chemical properties of soil were considered important. However, 
the role of soil biodiversity in maintaining fertility, and the interdependence of soil 
biological activities with physical and chemical characteristics is well recognized 
now (Abbott and Murphy 2003; Fitter 2005; Suzuki et al. 2005; Madsen 2005; 
Manlay et al. 2007). Physical properties and the amount of soil organic matter 
(SOM) determine the microbial diversity that varies with depth, and soil health. 
SOM adds to soil fertility, water retention and has a great influence on the growth 
of the above ground vegetation. Biological indicators such as microbial biomass, 
soil respiration, enzyme activities and microbial diversity indicate soil health. 
Significance of soil biodiversity for sustainability of the farming systems has been 
discussed at length (Brussard et al. 2007). Microbial diversity is an excellent indica-
tor of soil health (Nielsen and Winding 2002). They report that variation in micro-
bial population or activities precede changes that can be noticed in some cases as 
early signs of soil degradation or amelioration. Water and nutrient supply from soil, 
particularly N and P, determine the plant growth both in natural and agro- ecosystems.
The above ground vegetation is the ultimate source of C for the microbes in the 
rhizosphere that, in turn, support the macro-fauna. Thus, the above ground vegeta-
tion influences the below ground microbial community structure and soil properties 
(Orwin and Wardale 2005).

This chapter gives an overview of the role of soil microbial diversity and proc-
esses controlled by them to enhance C sequestration into soil and meet the growing 
needs of increasing crop productivity. The effects of genetically engineered (GE) 
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crops and microbes used for biocontrol on soil microbial diversity are examined. 
Possibilities of introducing peptides and enzymes that interact with the pathogenic 
soil microbes or enhance nutrient availability are considered. Two major challenges 
are to effectively manipulate soil microbial and genetic diversity and its interactions 
with the crop plants to (i) minimize the chemical fertilizer inputs, and enhance their 
use efficiency without reduction in productivity and (ii) enhance carbon sequestra-
tion into soil to reduce atmospheric CO

2
 increasing at an alarming rate due to the 

anthropogenic factors.

2.2 Soil Microbial Diversity

In natural ecosystems C, N, P, K, Ca, Mg, S and all other mineral nutrients are cycled 
back into soil through litter fall and decay of the organic matter. The soil microbes 
that include bacteria, fungi, actinomycetes, protozoa and algae play a significant role 
in the nutrient cycling. Though it is widely accepted that soil  biodiversity is vital for 
maintaining productivity in natural and managed agro ecosystems, the understanding 
of the microbial communities, soil fauna and their diversity is extremely limited 
(Buckley and Schmidt 2003; Nannipieri et al. 2003; Lynch et al. 2004; Fitter 2005; 
Fitter et al. 2005; Nannipieri and Smalla 2006). Of the soil microbes, 99% cannot be 
cultured; identification, characterization and finding their role are particularly diffi-
cult for such organisms. Estimates on the number of microbial species present in the 
soil vary from few thousands to millions. Lately, the nucleic acid based techniques 
including analysis of DNA and rRNA molecules from soil samples have revealed 
enormous diversity (Buckley and Schmidt 2003; Suzuki et al. 2005). The molecular 
methods used for soil microbial diversity are covered in the reviews by Nannipieri 
et al. (2003) and Lynch et al. (2004). High throughput DNA sequencing techniques 
developed for the human genome project are now being used to determine the soil 
genomes and diversity of sequences (Deutschbauer et al. 2006; Gewin 2006). Soil 
genome sequencing is reported to be highly complex. Hopefully, as a result of these 
investigations, in future it may be possible to characterize and quantify the microbial 
diversity in soil samples, and to follow the effect of plant communities and agronomic 
practices. The tools of metagenomics where the isolated genes are expressed in 
E. coli are providing new information on specific genes isolated from the DNA 
extracted from soil samples (Rondon et al. 2000; Gewin 2006).

Torsvik et al. (2002) compared the genome complexity among three terrestrial 
niches, where the number of prokaryotic cells per cubic centimeter of soil was similar 
(about 10 billion). The pristine pasture and forest soils contained over 10 times the 
genome complexity (equivalent to 3500–8800 E. coli genomes)  compared to that of 
the agricultural field soils (equivalent to 140–350 E. coli genomes). Using improved 
analytical methods (Gans et al. 2005) suggests that more than 1 million distinct 
genomes might exist in the pristine soil, exceeding the previous estimates by two 
orders of magnitude. Further, it was shown that metal pollution could reduce the 
genomic diversity of pristine soil by more than 99.9%, revealing the highly toxic 
effect of metal contamination, especially for rare microbial taxa (Gans et al. 2005).
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Interactions amongst soil microbes and between plants and microbes in the 
 rhizosphere are emerging as fascinating areas of molecular biology. Hopefully 
 elucidation of the mechanisms and specific role of the recognized species would lead to 
better farm management practices in future. These new approaches for investigating soil 
microbial diversity based on nucleic acids and proteins (soil  proteome) are discussed by 
Nannipieri and Smalla (2006). Besides the species diversity and functional redundancy, 
there is enormous genetic diversity within the same species which remains largely 
unexplored, except for the species producing the antibiotics. The new evidences also 
show that soil bacteria often swap genes among themselves (Chandler 2006).

Using the molecular techniques significant changes in soil microbial communi-
ties have been shown in recent years both in the natural and cultivated areas. 
Microbial activities using rRNA abundance in soil samples showed that the differ-
ences between conventionally managed and never cultivated fields were  significant 
but not between the latter and those abandoned for nine years (Buckley and Schmidt 
2003). Fields abandoned for more than 45 years showed microbial activities similar 
to those that were never cultivated. In wooded mountain  pastures, cattle grazing 
which involves repeated mowing, trampling and addition of urine and dung had 
more profound effects on microbial communities in sunny areas compared to the 
shaded (Kohler et al. 2005a,b). These studies led the authors to infer that in natural 
pastures the microbial communities below ground also change similar to the shift-
ing mosaic of the plant species above ground. Plant species composition and rich-
ness determined the soil microbial community resistance and resilience to 
experimentally imposed drying on pasture plant species (Orwin and Wardle 2005). 
Cluster roots of white lupine (Lupinus albus L.) plants that secrete organic acids 
into soil were used to monitor the community structure in microcosms (Weisskopf 
et al. 2005). Frequencies of auxin producers were higher in juvenile and mature 
cluster roots and significantly decreased with their senescence. Proportion of the 
active population was higher in proximity to the roots. Comparative analyses of 
prokaryotic genomic sequences suggest the importance of ecology in determining 
microbial genome size and gene content. The significant variability in genome size 
and gene content among strains and species of prokaryotes indicate the highly fluid 
nature of prokaryotic genomes, a result consistent with those from multilocus 
sequence typing and representational difference analyses. The integration of vari-
ous levels of ecological analyses coupled to the application and further develop-
ment of high throughput technologies are accelerating the pace of discovery in 
microbial ecology (Xu 2006). The evidences based on molecular techniques cited 
above point to large diversity. However, identification of microbes responsible for 
the key processes remains an immense challenge (Madsen 2005).

2.3 Evolution of Farming

A brief consideration of the evolution of farming systems is necessary for a correct 
perception of the change from natural to agro-ecosystems. Some 10–12,000 years 
back, humans started clearing the natural vegetation, and planting seeds of the 
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crops such as wheat and barley which earlier they had been collecting from natural 
stands. Cultivation of crops was possible only after clearing the existing natural 
vegetation, and often burning the same at site, similar to slash and burn agriculture 
still practiced in many places by tribal populations. Farming practices continue to 
evolve with developments in other areas of technology. Early farmers soon realized 
that repeatedly growing cereals in the same land reduced the soil fertility, which 
could be restored by keeping the plots fallow or through cultivation of leguminous 
crops. Practices of growing and turning in green manure crops were evolved. With 
the domestication of animals and the use of farmyard manures, various methods of 
composting were developed to maintain soil productivity. This type of subsistence 
agriculture continued in most parts of the world till the development of synthetic 
chemical fertilizers – N, P and K. The use of chemical fertilizers enhanced productiv-
ity several fold, and with the resultant increased harvests the micronutrient deficien-
cies started showing up. The need to control insect pests, pathogens and weeds led to 
the development of chemical pesticides which ultimately end up in the soil. As the 
pesticide residues and their degradation products increased, soil biological activity 
and crop productivity were affected in contaminated fields. At the same time various 
physical processes that cause soil degradation such as excessive use of irrigation, 
mining of ground water and nutrients, loss of top soil, unbalanced use of fertilizers 
etc. also affect microbial biodiversity resulting in deterioration of soil quality.

Soil health and productivity management have gained immense importance in recent 
years, especially in the intensively cropped regions in the tropics and sub-tropics as soils 
in these areas are often poor in SOM. The concepts of Integrated Soil Management 
(ISM) and Integrated Nutrient Management (INM) have been developed for more 
 sustainable production systems. Practices such as no till farming that cause minimal 
disturbance to the top soil are increasing (Kirchmann and Thorvaldsson 2000).

A strong lobby against the use of chemical fertilizers and pesticides has emerged, 
especially in the European Economic Community. The opponents of modern farming 
practices would like to revert back to organic or ecological (also biodynamic) farming 
without the use of synthetic fertilizers and pesticides. The ability to feed the present 
and projected population in year 2050 based on organic farming has been questioned 
by those supporting modern farming practices. The soils, their SOM content as well 
the climatic conditions vary in different parts, and therefore the ISM and INM 
 practices cannot be universal. They necessarily need location specific development.

2.3.1 Present and the Future Scenario

Globally more food and other farm products are needed to meet the growing 
requirements of increasing, economically ascendant world population. Predictions 
based on the trend of the past 50 years indicate that by 2050, N, P and pesticide 
use would increase more than 2.5 times the amount used in the year 2000 (Tilman 
et al. 2001). In general, it is not possible to increase the crop land area in most 
parts of the world and hence, the increased production must come from the 
 presently cropped area by enhancing land productivity. Further, the additional 



2 Role of Microbial Diversity for Soil, Health and Plant Nutrition 57

production must use less of water, chemical fertilizers, pesticides, energy, and 
manual labor to bring about reduction in the adverse impact on the different com-
ponents of the environment – soil, water and atmosphere.

Firewood obtained from trees was the main source of energy for cooking and 
heating homes till the coal, electricity and oil emerged as the alternative and more 
convenient energy sources. With the realization that the fossil fuels are not unlim-
ited and their increasing cost has brought focus on crops as a renewable source of 
liquid fuels – ethanol and bio-diesel. This implies that the same land resources 
should meet the growing demand of food as well as part of the energy. The human 
civilization developed entirely depending on renewable resources for food and 
energy but the population was limited at that time. Moreover, virgin land was avail-
able for cultivation and grazing of animals. In order to meet the food, and a sub-
stantial part of the energy needs of the present 6 billion plus, expected to reach 
9 billion by 2050, using only renewable resources does not appear feasible with the 
existing technologies and knowledge. At the same time, pursuing the path followed 
in the last century would further exacerbate the environmental problems. The challenge
therefore is to increase productivity in an environmentally sustainable manner. This 
may involve exploitation of soil microbe–microbe and microbe–plant interactions 
(Morrissey et al. 2004) particularly in low input cropping systems (Johansson et al. 
2004). Considering the present level of crop productivity, population growth rates 
and other factors, countries can be broadly put into four groups:

1. Abundant food production, declining population and stable demand for food, but 
not major exporters of food items, stabilized soils with high SOM, adequate 
water resources and forest cover; mainly in the temperate regions.

2. Abundant food production, stabilized or slow population growth, major export-
ers of food grains and other agri-products, cultivable land set aside, large forest 
cover, very limited soil degradation. Such regions can easily divert access food 
grain production for bio-fuels, and or land area to energy crops.

3. Regions with high population growth where food self sufficiency has been 
achieved in recent years with high inputs of chemical fertilizers and pesticides. 
Water resources are limited, poor soils with high degradation, low SOM, and 
limited forest cover.

4. High food insecurity, subsistence farming, very limited use of irrigation, ferti-
lizer and pesticides. High population growth rate; poor soils low in SOM and 
inadequate water resources.

The developed countries of Europe and North America fall in 1 or 2 of the above, 
while most of the developing countries with poor economic growth come under 3 and 4.

2.4 Carbon Flow into Agro- and Natural Ecosystems

Cropping systems aim to maximize the fixation of solar energy, a free resource into 
phytomass within the constraints of temperature, water and plant nutrients through 
human intervention. Soils provide water and nutrients for enlarging the leaf canopy 
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for intercepting solar radiation. Carbon, hydrogen, oxygen, nitrogen and sulfur, 
along with the other macro and micronutrients, are incorporated into organic mole-
cules through light dependent reactions. These are utilized for construction, main-
tenance and turnover of different macromolecules and plant organs. Improved 
farming practices such as irrigation, fertilizers, pesticides and management amplify 
the fixation of solar energy, and energy flow into the cropping systems. A part of 
the resources are used to protect plants from insects and pathogens (Mitra and 
Bhatia 1982). The above ground plant cover provides C, N and other nutrients to 
the soil microbes through root exudates, and decomposition of aerial and root phy-
tomass litter (Fig. 2.1). It is decomposed by the soil microbes and partly mineral-
ized; CO

2
 and methane are released into the atmosphere. The respiratory activities 

of plant roots, associative mycorrhizal fungi and free living heterotrophs in soil 
determine the CO

2
 evolution from soil as a component of global carbon cycle. Plant 

root systems are the main pathway for C inputs into soil. Benefits of plant– microbial 
interactions also has a cost in terms of C inputs (Morgan et al. 2005). Dynamic 
simulation models have been developed (Wu et al. 2007). Current photosynthesis 
in boreal forests in the northern latitudes has been shown to drive soil respiration 
(Högberg et al. 2001). Girdling of the pine trees through removal of the bark to 
prevent the supply of current photosynthates to the roots reduced the number of 
ectomycorhizal fungi from 11 in the control plots to 1. The same was also true for 
wet tropical forest where phytomass litter inputs were positively correlated to fun-
gal and bacterial biomass, and the latter to soil CO

2
 efflux (Li et al. 2005).

Soil is considered as an important net sink for carbon, estimated to contain 
around 1500×109 tons globally (Copley 2000). This amount is estimated to be 300 
times the amount of carbon released currently through burning of fossil fuels. It was 
assumed that the carbon locked in the soil is inert and stays there. However, recently 
it has been shown that SOC is more vulnerable to land use and changing climate 
(Bellamy et al. 2005; Schulze and Freibauer 2005). Soils could therefore also be a 
source rather than the sink for atmospheric C (Chen et al. 2005; Janzen 2006) 
largely due to the activities of the soil microbes.

2.4.1 Increase of Greenhouse Gases and Climatic Change

There is increasing evidence that the world’s climate is changing and that the rate of 
change since the onset of the industrial revolution is greater than would be expected 
from natural variability alone. Clearing of forests for agriculture and burning of fossil 
fuels are considered the two main cause of elevated CO

2
 concentration in the atmos-

phere (Schimel et al. 2001; Oren et al. 2001). Besides CO
2
 increase in methane and 

nitrous oxide (N
2
O) in the atmosphere are linked to agriculture. These gases trap the 

earth’s outgoing infra red part of the solar radiation leading to increase in temperature 
as in greenhouses, and hence referred as greenhouse gases. They are the cause of 
global warming and predicted climate changes. CO

2
 is the major component of green-

house gases and the cause of global rise in temperature. It is foreseen that the increase 
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in temperature would lead to melting of the snow in the polar regions, raising the sea 
level causing flooding, and submergence of the low lying coastal areas. All these 
events would impact plant growth, and alter soil biodiversity that are difficult to 
model. Climate change associated with greenhouse gas (GHG) emissions was recog-
nized as a global concern in 1979, which led to the adoption of Kyoto Protocol as a 
first step to achieve stabilization of greenhouse gases. Projected scenarios indicate 
that increased temperatures and CO

2
 concentrations have the potential to enhance 

herbage growth, but changes in seasonal precipitation would reduce these benefits 
particularly in areas with low rainfall. Increased frequency of droughts, storms and 
other extreme events may have further implications for grasslands. Potential farm-
scale adaptive responses to climate change have been identified; at the same time 
grassland agriculture also contributes to GHG emissions, particularly methane and 
nitrous oxide. The net carbon balance and carbon sequestration depends on the man-
agement practices. Hopkins and Prado (2007) have recently reviewed management 
for mitigating grassland’s contribution to GHG emissions which need to be further 
developed in a holistic way considering other location specific constraints.

2.4.2 Increasing Carbon Sequestration in Soils

The implications of global warming and elevated CO
2
 on man made agro- and natu-

ral ecosystems with plants as the primary producers are enormous and difficult to 
predict. Increased atmospheric CO

2
 would enhance photosynthesis leading to 

increased flow of carbon assimilates into soil. Higher temperatures and associated 
alterations in precipitation would lead to considerable changes in cropping patterns, 
and may have profound effects on soil biodiversity. However, soil microbes due to 
their short life cycles, and extensive exchange of genetic material are better 
endowed to cope with the environmental changes than the plants.

It is advocated that sequestration of CO
2
 in SOM could contribute to its reduc-

tion in the atmosphere (Schlesinger 1999). Adoption of conservation tillage, includ-
ing no till cultivation practices, could sequester all CO

2
 released from agricultural 

activities. Application of N fertilizers and CO
2
 enrichment are the other alternatives 

for increased C sequestration into soil. The Royal Society of UK disagrees with the 
proposition of soil as C sink (Adam 2001) stating that improved management could 
enhance C sequestration on short term to bring about 25% reduction in atmospheric 
CO

2
 by 2050, but thereafter the potential would be limited. Uncertainties were 

pointed out that some soils could even release their C. This has been shown by 
Bellamy et al. (2005) mentioned earlier. Use of N fertilizers to enhance C seques-
tration could also increase release of other greenhouse gases – methane and NO.

CO
2
 enrichment experiments provide data on the possible effects of increased CO

2

concentration in the atmosphere. Annual grass land exposed to enhanced CO
2
 levels 

increased N uptake by the plants resulting in reduction of extractable N in soil (Hu 
et al. 2001). Microbial biomass C increased while N remained unchanged resulting in 
a higher C:N ratio, suggesting increased fungal/bacterial ratio. Bacterial (Pseudomonas 
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fluorescence and Pantoea agglomerans) inoculation of maize increased carbon flow 
into the system, with higher net CO

2
 assimilation rate, larger C allocation to the roots 

with increased amino acid exudation, and higher root/rhizosphere respiration indicat-
ing intensive C turnover (Schulze and Pöschel 2005). Other studies also indicate that 
in the short term CO

2
 enrichment enhances C gain of the ecosystem through stimula-

tion of photosynthesis (Diaz et al. 1993; Zak et al. 1993; DeLucia et al. 1999). 
Microbial processes in the soil gain with the increased C availability, but when N 
becomes limiting, plants and microbes compete for N (Hu et al. 2001, 2005). Enhanced 
C input and limitation of N favors fungi over bacteria as fungal biomass has a lower 
C:N ratio. In northern mid-latitude pine forests N fertilization and C enrichment 
increased growth by 74% (Oren et al. 2001). Under poor soil fertility C enrichment had 
no effect. C and N metabolisms are interdependent in plants (Swank et al. 1982) and 
microbes. The effect of CO

2
 enrichment in different soil types and defined microbial 

population can provide new knowledge to enhance C sequestration and limiting the 
loss of C and N from farm and forest land (Fontaine and Barot 2005). In temperate and 
boreal forests in the Northern hemisphere it has been shown that C sequestration is 
largely driven by N deposition (Magnani et al. 2007). Legume based cropping systems 
have reduced C and N losses (Drinkwater et al. 1998). The future of the terrestrial 
 carbon sink seems to be uncertain. The elevated global temperatures and changes in 
precipitation predicted for 2050 could induce a switch from soil as sink to source of 
carbon since warmer soils release more carbon, and forests suffer increasing periods 
of drought. Humans have been managing terrestrial ecosystems for their own ends for 
millennia – from deforestation and clearing of natural vegetation for cultivation of 
crops to increasing fertilizer and pesticide use. Of the 50 billion tonnes of carbon 
 currently locked up in terrestrial biomass and vulnerable to release in the next 20 years, 
40 billion tonnes is put at risk not by changes in climate but by changes in land use. 
As pointed out by Reay et al. (2007) climate change may be the greatest threat to this 
huge carbon stock towards the end of the century. In the shorter term, it is chainsaws 
and ploughs, not drought and extreme temperatures that we must address.

Human interventions could exploit enhanced plant biomass accumulation in 
elevated atmospheric CO

2
 concentration to reduce the future rate of increase in CO

2

levels, and associated global warming. However, N availability constraints could 
limit CO

2
-induced stimulation of plant growth and biomass accumulation. Reich 

et al. (2006) have recently indicated that variation in both the availability of soil N 
and deposition of atmospheric N are likely to influence plant biomass accumulation 
under elevated atmospheric CO

2
. Considering that productivity of both natural and 

managed vegetations are limited by the availability of N, soil N would be a major 
constraint on global terrestrial responses to elevated CO

2
.

2.5 Nitrogen Fixation Through Soil Microbes

The role of soil microbes in fixation of atmospheric N is the best known and agro-
nomically exploited area of soil microbiology (Sprent and Sprent 1990). Free living 
bacterial species such as Azospirullum, Azotobacter and several photosynthetic 
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cyanobacteria fix atmospheric N. However, the biological nitrogen fixation (BNF) 
by the leguminous crops and tree species is an important component of the nitrogen 
cycle in agricultural and natural ecosystems. Legumes form an important compo-
nent in natural pastureland vegetation. They have been traditionally used as a com-
ponent of cereal–legume rotations or specific legumes as green manure crops to 
restore soil fertility. Such farming systems were sustained over a long period 
though cereal productivity was much lower in comparison to those currently har-
vested using chemical fertilizers. Ley farming and cultivation of green manure 
crops has become uneconomical in densely populated regions (Ali 1999). 
Atmospheric N fixation by leguminous plants is a complex process that has been 
extensively investigated, yet its understanding remains inadequate to realize the full 
potential. It involves interactions between the legume plant and the Rhizobium,
Bradyrhizobium, Sinorhizobium and Azorhizobium species of soil bacteria collec-
tively referred as rhizobia.

In response to a variety of substances exuded by the host plant roots, specific soil 
bacteria are attracted to a particular legume species, leading to the formation of 
specialized root organ - the nodules. The different steps involved in the establish-
ment of successful symbiotic association are processes controlled by the host and 
bacterial genes in the following sequence: multiplication and colonization at the 
root surface (Roc root colonization), adhesion of bacteria to root hair surface (Roa
root adhesion), curling or branching of root hair (Hab and Hac root hair branching
and curling), formation of infection thread (Inf), induction of meristem in the host 
roots for the nodule initiation and differentiation, bacteroid release from the infec-
tion thread (Bar), bacterial differentiation (Bad), onset of nitrogen fixation (Nif),
nodule function persistence/maintenance (Nop), development of complimentary
functions associated with N fixation (Cof) and its transport (Caetano-Anolles and 
Gresshoff 1991). Nodulation mutants have been isolated in many of the legume 
crops (Gresshoff 1993) that broadly classified into four classes (Sagan et al. 1994): 
nod − (no nodule formation), nod +/− (few nodule formation), fix − (ineffective 
nodules), nod ++ (super or hyper nodulation) and nts (nitrate tolerant symbiosis
that fix N even in the presence of high nitrate in soil). In field experiments having 
native microbes a more descriptive classification – non-nodulating with native root 
nodulating bacteria (RNB); non-nodulating with a specific strain, low nodulating 
with native RNB; low nodulating at low N; high nodulating at low N but low nodu-
lating at high N and high nodulating at high N have been used (Wani et al. 1995). 
How the different steps in the nodulation process are affected after inoculation with 
specific Rhizobium strains, in presence of abundant native populations, is not 
known except for the fact that often the introduced strains lose in competition to the 
native strains.

Genetic manipulation of the legume host as well as Rhizobium species provide 
enormous opportunities to enhance BNF, and reduce fertilizer N requirement for the 
following cereal or other non-legume crops (Bhatia et al. 2001). The available non-
nodulation and hyper-nodulation mutants can be used for selection of the best host 
and bacterial combinations. The characterization of soybean as well as the Rhizobium
genome would further facilitate development of such combinations. At the same 
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time, there is a need to develop user friendly methods for the delivery of the desired 
strains to minimize competition from the native rhizobia already present in soil.

The possibilities of making cereals, particularly rice, fix nitrogen like the grain 
legumes have been explored (Dey and Datta 2002). Cereals lack the large number 
of genes involved in successful symbiotic partnership with rhizobia. Some homo-
logues of nodulin genes have been identified in rice, formation of nodular structures 
on rice seedling roots were reported (Al-Mallah et al. 1989). Occurrence of early 
nodulin genes have been reported in rice (Reddy et al. 1999) and two soybean genes 
related to nodulation have been transferred into rice (Day et al. 2000). However, 
rice or other cereals having root nodules with nitrogen fixing microbes are still a 
long way off if at all feasible.

2.6 Effect of GE Crops on Microbial Diversity

A large number of plants expressing alien genes have been developed using recom-
binant DNA techniques in the last 20 years, and many of them are under commer-
cial cultivation after mandatory clearances from regulatory agencies. The first 
generation GE plants were aimed to control pest and diseases (Christou et al. 2006), 
and now more plants with altered metabolic pathways are being developed. Ever 
since GE crops were developed in the 1980s, supporters and those opposing cultiva-
tion of such crops have made conflicting claims on their biosafety and environmen-
tal effects. Many questions have been raised regarding the unintended environmental 
effects of such plants (Bhatia and Mitra 1998; Conner et al. 2003; Ammann 2005). 
In the present context, the potential short- and long term effects of GE crops on the 
rhizosphere are a matter of concern as brought out by Bruinsma et al. 2003. Model 
systems to monitor the effect on non target soil microorganisms have been devel-
oped (Turrini et al. 2005). The regulatory aspects related to the soil systems for GE 
crops, and for the GE microbial pesticides have been discussed by Sayre and 
Seidler (2005). The possible risks associated with such plants are evaluated in rela-
tion to the overall benefits. The results obtained have been reviewed by Lynch et al. 
(2004) and Liu et al. (2005). Large scale cultivation of GE crops can alter the soil 
microbial communities in two ways: release of transgene product into the rhizo-
sphere through root exudates or through phytomass degradation, and transfer and 
integration of plant DNA into resident microbes through horizontal gene transfer. 
Both these are also possible from the cultivation of crop cultivars developed con-
ventional plant breeding methods. The need for comparing the environmental 
perturbations caused by GE crops with conventionally bred crop cultivars grown 
has been advocated (Conner et al. 2003; Ammann 2005). A major limitation in 
following such effects is the absence of base line data on microbial diversity and 
the methods to quantify soil microbial diversity. Maize plants expressing Bacillus 
 thuringiensis (Bt) cry1Ab gene released the toxin into the rhizosphere through 
root exudates and litter decay (Saxena et al. 1999; Saxena and Stotzky 2001). 
It remained bound to soil and active for 234 days – the duration of the experiment. 
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In vitro experiments using the toxin from three different strains of Bt showed no 
microbiocidal or microstatic activity against selected bacteria, fungi and algae 
(Koskella 2002). In another study the two maize lines expressing Bt genes, the root 
exudates of Bt 176 significantly reduced pre-symbiotic hyphal growth of arbuscular 
mycorrhizal fungi compared to Bt 11 and non-transgenic corn lines. However, no 
differences were found between control and defensin expressing lines. Bt toxin as 
well as defensin did not affect the fungal-host recognition mechanism. Bt 176 
affected appressoria development; 36% of them failed to produce infection pegs 
(Turrini et al. 2005). Higher numbers of fungi were recovered from the roots of 
potato lines expressing a synthetic anti-microbial peptide magainin II, in compari-
son to the control plants (Callaghan et al. 2005). Rhizosphere bacterial isolates 
showed different susceptibility to magainin analogues in in vitro experiments. 
Effect of transgenic potato line, modified for its starch composition characteristics 
by RNA antisense, on soil and rhizosphere bacterial and fungal diversity were 
investigated using molecular techniques based on bacterial and fungal rDNA 
(Milling et al. 2005). No significant differences between the transgenic, unmodified 
parental line and another cultivar on microbial community structure were observed. 
When Pseudomonas specific primers were used differences in the rhizosphere pat-
terns of transgenic and the parental cultivar were observed. However, similar differ-
ences in Pseudomonas community were observed in comparisons between two 
standard, non transgenic, cultivars.

In one of the most comprehensive studies Heuer et al. (2002) investigated the 
effects of T4-lysozyme release from transgenic potato roots which enhances bacte-
ricidal activity against Bacillus subtilis. Genetically engineered T4-lysozyme pro-
ducing, control without T-4 lysozyme gene, and the parental lines were compared at 
two different field sites for three years. Soil bacterial communities were analyzed 
using three different complimentary techniques – fatty acid analysis of cultured 
organisms, Biolog GN microplates, and 16S rRNA gene fragments using DDGE or 
by cloning and sequencing. No significant effects of the T4-lysozyme expression on 
rhizosphere communities, over the other environmental variables were observed.

Horizontal transfer of genes from GE crops to the soil bacteria has been 
reviewed by Lynch et al. (2004) and Mercier et al. (2006). Persistence of plant 
DNA in soil for a long period has been shown. Soil colloids adsorb biological 
molecules retarding their microbial degradation. The other variable is the pres-
ence of bacteria in competent state to take up the exogenous DNA in the soil. Lastly, 
the frequency of such events will determine the gene transfer into soil bacteria. 
The significance of such events should be considered in view of the normal high 
gene exchange among the different bacteria (Chandler 2006).

Effect of Bt-corn on soil macroflora has been investigated. Finely ground Bt-
corn leaves, expressing Cry1Ab protein, when added to soil had no deleterious 
effects on survival, growth, development and reproduction of earthworm population 
(Vercesi et al. 2006). Juvenile earthworms in pots with Bt-corn plants had no effect. 
A slight negative effect was observed on cocoon hatchability. It is apparent that the 
GE crops approved for commercial cultivation cause minor changes in microbial 
community structure and function. However, it is widely accepted now that all 
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transgenic events need to be evaluated on case by case basis for different biosafety 
concerns before approval for commercial cultivation.

Cultivation of herbicide glyphosate resistant (GR) wheat and canola rotations 
had little effect on soil microorganisms (Lupwayi et al. 2007). Soil microbial bio-
mass, bacterial functional diversity, community structure and dehydrogenase 
enzyme activity were monitored in the rhizosphere and bulk soil samples at six sites 
in Canada. These included fields that followed direct seeding or conventional till-
age and different wheat – canola rotations. Out of 22–40 plots significant differ-
ences were observed in only in 2–3 plots; however, the observed differences were 
not consistent. The authors conclude that “Overall, GR crop frequency effects on 
soil microorganisms were minor and inconsistent over a wide range of growing 
conditions and crop management.”

The above discussion brings out that some genetically engineered crops may affect 
soil ecosystems, but the long-term significance of any of these changes was not clear. 
Alterations of soil ecosystems could decrease plant decomposition rates and hence 
soil C and N levels and soil fertility. Similarly, declining species diversity of soil 
microorganisms, in some cases, can cause lower community diversity and productiv-
ity above ground (van der Heijden et al. 1998; Wolfenbarger and Phifer 2000).

2.6.1  GE Crops Exuding Specific Molecules into Rhizosphere 
and Possibilities of Enhancing Microbial Cooperation

Plant roots are known to secrete as much as 20% of their stored assimilates into 
the rhizosphere (Whipps 1990; Uren 2001; Walker et al. 2003). These exudates 
contain many different compounds including sugars, amino acids, proteins and 
signal peptides (Uren 2001), and are reported to change the rhizosphere biology 
and increase the availability of micronutrients (Mraschner and Römheld 2001). 
Root exudates increase the growth of soil bacteria and their predators enhancing 
SOM degradation and N mineralization. Model for the same has been developed 
by Raynaud et al. (2006). Genetic engineering provides unique opportunities for 
introducing the desired recombinant proteins into the rhizosphere by growing 
such modified crops. This opens up possibilities for enhancing microbial cooper-
ation in the rhizosphere (Barea et al. 2005) or what Brussard et al. (2007) has 
referred as “planned microbial diversity”.

Tesfaye et al. (2005) reported transfer of fungal endochitinase gene from 
Trichoderma harzianum Riafi into alfalfa (Medicago sativa L.) plants. Root exudates 
of these transgenic plants showed the presence of endochitinase with antifungal 
 activity as demonstrated by inhibition of spore germination of two fungal pathogens. 
These experiments have shown the potential for introducing the desired proteins into 
the rhizosphere that could be exploited as a biocontrol method for protecting the 
plants from soil borne pathogens or for accelerating bio-remediation processes. 
The recombinant proteins/enzymes can also be used to influence growth promoting 
microbes, and microbial symbiosis (Austin et al. 1995; Tesfaye et al. 2005).
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Transgenic Arabidopsis thaliana plants expressing phytase gene from Aspergillus 
niger were first shown to release extra cellular phytase and utilize P supplied as 
phytate in the medium (Richardson et al. 2001). Later using a root hair specific 
promoter increased acquisition of P from phytate in the medium in Arabidopsis
(Mudge et al. 2003) and potato (Zimmerman et al. 2003). Expression of the fungal 
phytase gene in Nicotiana tabaccum improved P nutrition in amended soils (George 
et al. 2005a). Limitations to the potential of transgenic plants that exude phytase in 
different soil types were brought out by George et al. (2005b). Trifolium  subterraneum
L. plants constitutively expressing a chimerical phytase gene, and showing a 
77-fold increase in exuded phytase activity, were grown in a range of soils differing 
in organic P content.

Transgenic plants that exuded phytase showed better growth and P nutrition only 
in a soil containing large concentration of organic P amenable to hydrolysis by 
plant derived phytase, and also total organic P. In the transgenic line the root growth 
was shorter than that of the control plants and the longer root system of the latter 
may have given greater access to soil P. The natural microbial diversity in the soil 
had no significant influence on P availability. The authors point out the inherent 
limitations of single trait alterations and infer that “such approaches can be success-
ful under certain edaphic conditions”. With better understanding of the processes 
involved it should be possible to develop plants with improved P nutrition by incor-
porating more than one gene. Transfer of nine genes into Brassica juncea for meta-
bolic engineering for production of long chain fatty acids have been reported 
(Wu et al. 2005).

Spaepen et al. (2007) have recently reviewed the role of bacterial IAA in differ-
ent microorganism–plant interaction and highlight the fact that bacteria use this 
phytohormone to interact with plants as part of their colonization strategy, includ-
ing phytostimulation and circumvention of basal plant defense mechanisms.

2.7 Genetically Engineered Bio-control Agents

As a result of increased concern over the use of chemical pesticides in agriculture, 
the biological control of pests and disease-causing organisms using antagonistic 
micro-organisms remains a viable option for sustainable agriculture. The interac-
tions within microbial populations and between microbes and higher organisms are 
the basis for biocontrol. Use of antagonistic microorganisms is thus emerging as an 
environment friendly means to control pest and disease causing organisms in inte-
grated pest management (IPM) programs. New and improved strains produced by 
genetic manipulations provide opportunities for developing more effective biocon-
trol organisms. Information on the effects of released wild-type or GE organisms on 
resident communities is important to assess the potential risks associated with the 
introduction of such organisms into agro ecosystems. Rhizocompetent Pseudomonas
species have been used for suppression of crop diseases (Nautiyal et al. 2002). They 
have also been identified as ideal candidate for strain improvement using the rDNA 
techniques. In view of the biosafety considerations, there is considerable interest in 
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the impact of released GE bio-control agents (GE-BCA) on non target species and 
microbial diversity (Glandorf et al. 2001; Moenne-Loccoz et al. 2001). Impact of 
field releases of GE Pseudomonas fluorescence on indigenous microbial populations 
of wheat (De Leij et al. 1995, Glandorf et al. 2001) and sugar beet (Thompson et al. 
1995; Moenne-Loccoz et al. 2001) has been reported. Timms-Wilson et al. 2004 
improved a Pseudomonas fluorescens strain SBW25 by chromosomal insertion of 
constitutively expressed phzABCDEFG genes for the biosynthesis of antifungal 
compound phenazine-1-carboxylic acid (PCA). The most effective GE strain 23.10 
was used on pea, wheat and sugar beet grown on soil infected with Phythium
 ultimum that causes damping-off in several crops. Colony isolation and different 
molecular methods were used to assess the impact on microbial diversity. Root-
 mycorrhiza associations were followed using microscopic examination. The results 
indicate that plant type, age and disease have a greater effect on the abundance, 
diversity and succession patterns of rhizosphere bacterial and fungal communities 
than the inocula of GE-BCA. Further, the presence of inocula reduced the impact 
of disease on the microbial diversity and function. A transient, small decrease in 
 mycorrhizal association was observed four days after inoculation. The authors infer 
that no major groups were excluded or enriched as a result of GE-BCA.

Pseudomonas fluorescens CHA0-Rif and its derivative CHA0 Rif/pME3424, 
which has improved biocontrol activity and enhanced production of the antibiotics 
2,4-diacetylphloroglucinol (Phl) and pyoluteorin (Plt), were introduced into soil 
microcosms and the culturable bacterial community developing on cucumber roots 
was investigated (Natsch et al. 1998). The introduction of either of the two strains 
led to a transiently enhanced metabolic activity of the bacterial community on glu-
cose dimers and polymers as measured with BIOLOG GN plates. The introduced 
strains did not significantly affect the abundance of dominant groups of culturable 
bacteria discriminated by restriction analysis of amplified 16S rDNA of 2500 indi-
vidual isolates. About 30–50% of the resident bacteria were very sensitive to Phl 
and Plt, but neither the wild-type nor CHA0-Rif/pME3424 changed the proportion 
of sensitive and resistant bacteria in situ. In microcosms with a synthetic bacterial 
community, both biocontrol strains reduced the population of a strain of Pseudomonas
but did not affect the abundance of four other bacterial strains including two highly 
antibiotic-sensitive isolates. The authors concluded that detectable perturbations in 
the metabolic activity of the resident bacterial community caused by the biocontrol 
strain CHA0-Rif are (i) transient, (ii) similar for the genetically improved deriva-
tive CHA0 Rif/pME3424 and (iii) less pronounced than changes in the community 
structure during plant growth. From a biological safety assessment point of view, 
the data therefore suggested that a genetically improved biocontrol strain may 
have specific interactions with fungal pathogens rather than general effects on 
bacterial communities. However, the possibility that specific interactions could 
occur between introduced strains and non-culturable resident bacteria can not be 
ruled out.

The antibiotic 2,4-diacetylphloroglucinol (Phl) is produced by a range of natu-
rally occurring fluorescent pseudomonads. One isolate, P. fluorescens F113, 
 protects pea plants from the pathogenic fungus Pythium ultimum by reducing the 
number of pathogenic lesions on plant roots, but with a concurrent reduction in the 
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emergence of pea plants. The genes from F113 were isolated and a 6.7-kb gene 
cluster was inserted into the chromosome of the non-Phl-producing P. fluorescens
strain SBW25 EeZY6KX (Bainton et al. 2004). Pea roots inoculated with SBW25 
EeZY6KX have significantly lower indigenous populations than with F113 and the 
control. The authors achieved the integration of the Phl antibiotic and competitive 
exclusion mechanisms into a single strain Pa21. Impact of Pa21 on survival and 
plant emergence was investigated following inoculation of pea seedlings where it 
provided protection against P. ultimum but did not cause lower seed emergence. 
Thus, strain Pa21 possesses the necessary qualities to provide effective integrated 
biocontrol, through maintaining its wt trait of competitive exclusion on the plant 
roots and expressing the antibiotic genes. Such modified candidate strains may be 
of some agronomic benefit.

2.8 Conclusions and Outlook for the Future

The recent reports on the soil microbial diversity using the molecular techniques 
show that the microbial communities are highly diverse, and change with minor 
perturbations. This may turn out to be a universal phenomenon as more information 
is gathered from different soils and climatic conditions. As knowledge of the so-
called “black box” of the soil microbial diversity increases, an enormous source of 
knowledge of species and genes would be available. These can be utilized with the 
application of conventional and new molecular techniques to evolve more produc-
tive and sustainable cropping patterns.

There would be increased demands for food, feed, fiber, timber and bio-fuels. 
The choice of the crops grown for bio-fuels would vary in different regions depend-
ing upon the climatic conditions. The legume oil yielding plants are the likely crops 
of choice for bio-fuels in many areas as they meet their N requirement through fixa-
tion, in comparison to sugarcane and sweet sorghum that require application of 
N fertilizers for increased productivity.

Tremendous increase in the productivity of crops has been brought about with 
the application of contemporary genetic knowledge and tools since 1900, when 
Mendel’s Laws of Inheritance were rediscovered. All the improvements made so far 
have aimed at the alterations in the above ground parts of the plants. The genetic 
diversity in the “hidden part” below ground, in the root characteristics, the soil 
microbes in the rhizosphere, and their positive interactions have hardly been 
exploited. The increasing amount of genomic data will further broaden insight into 
the role of specific key molecules in the rhizosphere to enhance cooperation among 
the interacting organisms for improved productivity. These along with the tools and 
techniques of no till or limited tillage, precision farming using slow release forms 
of agro-chemicals, built in disease and pest resistance, beneficial microbial inocu-
lants for growth promotion or the control of soil borne pests and pathogens should 
play a significant role in future. With the genetic tools now available it may be rela-
tively easy to introduce the desired traits in the soil microbes of choice, but to make 
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them successfully compete with the native strains already present, and environmen-
tal safety of such modified organisms would be a bigger challenge.

Discussions of the environmental risks and benefits of adopting GE organisms 
are highly polarized between pro- and anti-biotechnology groups. The current state 
of available knowledge is frequently overlooked in this debate. A review of existing 
scientific literature reveals that key experiments on the long term environmental 
risks are lacking. The complexity of ecological systems presents considerable chal-
lenges for experiments to assess the long term risks. The existing studies emphasize 
that these can vary depending upon the trait and organism modified.
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Chapter 3
Reconstructing Soil Biology

Patrice Dion

All words would fall far short of what it was.
– Dante

3.1 Introduction

Soil bacteria and archaea first evolved as principal inhabitants of primordial 
 environments, and then in association with fungi, plants and animals as new environ-
ments emerged. Thus, transitions occurred, which did not correspond to a replacement 
of ancient processes by new ones, but to a superposition or accretion of processes. 
The maintenance of primordial environments depends on the development of com-
plexity to compensate for the effects of increasing diversity. Much of the persistence 
that is observed along the biological history of soils depends on symbiogenesis, which 
might be understood in terms, not of natural selection among biological systems, but 
of natural maintenance.

Soil microbial diversity has no equivalent in other environments carrying heavy 
microbial loads, such as aquatic or human gut systems. Variability and complexity 
of soil microbial communities originate in part from heterogeneous distribution of 
water, oxygen and nutrients within the structured soil matrix (Young and Ritz 
2000). Evolutionary change also has the potential to contribute to soil microbial 
diversity, insofar as it occurs without replacement. In the present review, the bio-
logical history of soil will be presented as a cumulative succession of colonizations. 
Under the combined influence of biological variation and global environmental 
changes, new groups of microbes and multicellular organisms have colonized land 
without necessarily replacing previously established soil inhabitants. New soil 
organisms might have appeared suddenly, in a punctuated equilibrium pattern 
(Eldredge and Gould 1972). Such sudden releases from species homeostasis might 
have generated waves of new soil colonists, organisms from one such wave collectively
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forming what will be referred to here as an evolutionary layer. As new evolutionary 
layers did not eliminate previous ones, the persistence of ancient and novel cellular 
mechanisms, organisms, and whole ecosystems created opportunities and pressure 
for the assembly of ever more intricate biological networks.

The persistence of evolutionary layers and of their components both promotes 
and depends on symbiogenesis, in a self-reinforcing mode. It contributes to shape 
selection and may also directly trigger genome rearrangements (Moran and Plague 
2004; Pitman et al. 2005). Symbiotic processes taking place as a result of the per-
sistence of evolutionary layers may eventually lead to the fusion of components of 
different evolutionary layers in a single, common entity.

Here, it will be attempted to determine how the famous saying of Theodosius 
Dobzhansky, to the effect that “Nothing in biology makes sense except in the light 
of evolution”, might apply to the case of soil microbial diversity. Whereas discus-
sions on soil biological relationships often offer an evolutionary perspective (Phillips 
et al. 2003; Karandashov and Bucher 2005; Lloret and Martínez-Romero 2005), this 
review will specifically focus on the evolutionary structure of soil communities. It is 

Fig. 3.1 Evolutionary assembly of the soil biological horizons. The figure includes a time scale 
providing approximate dates for the emergence of individual evolutionary layers. These are iden-
tified to the right of the time scale. To the left they are assigned either to a chalcophilic phase, for 
those evolutionary layers that depended on the activity of sulfur-loving microbes in subaerial 
springs, or else to a telluric phase during which new evolutionary layers appeared directly into the 
soils. To the far left of the figure is a schematic rendering of the variations in atmospheric oxygen 
concentration along the time scale provided. Modern soils are represented to the far right of the 
figure, and as such this right section of the figure relates strictly to the point “0” of the time scale. 
Evolutionary layers are linked to modern soils by full or dashed lines, the latter indicating that 
only extant functional equivalents to the postulated ancient members of the considered evolution-
ary layer are discussed in this review. Accretion of the various evolutionary layers and persistence 
of environments depends at least in part on symbiogenesis. Some of the symbioses and modes of 
interactions outlined in this review are presented below the modern soils depiction
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envisioned that deciphering biological functions of ancient soils (Retallack 2001, 
2003) will help categorize current soil biology.

A case has been made for the initial progression of early organisms towards a 
“Darwinian threshold” before which no fixed genealogical lineages would have 
existed (Woese 2002). Perhaps soils were colonized early, and before genetically 
stable cellular templates had emerged? Indeed, the possibility that life originated on 
shorelines has been explored (Bywater and Conde-Frieboes 2005). However, the 
current review will focus on the colonization of soils by DNA-containing cells 
definable by classical biology (Fig. 3.1).

3.2  Postulated Origin of Land Colonization 
in Sulfide-rich Springs

Convergent evidence (Retallack 2001) indicates that land microbial colonization 
might have begun in the mid-Archean, or 3500 Ma (million years ago). It is proposed 
here that the first land organisms originated from biofilm communities arranged 
around subaerian sulfide-rich springs. Given the virtual absence of atmospheric 
oxygen at that time (Canfield et al. 2000), possible electron acceptors for anaerobic 
sulfide oxidation are nitrate (Kühl and Jørgensen 1992) and arsenate (Hollibaugh 
et al. 2006), these possibilities not being mutually exclusive. Nitrate could have been 
produced abiotically from atmospheric dinitrogen by lightning or comet impacts 
(Mancinelli and McKay 1988), while arsenate would have formed from arsenite 
through reactions involving stronger oxidants such as nitrate (Oremland and Stolz 
2003). Both dissimilatory nitrate (Castresana and Moreira 1999; Cabello et al. 2004) 
and arsenate (Oremland and Stolz 2003) reductases are widely shared among 
prokaryotes and postulated to be ancient. A cytoplasmic arsenate reductase, involved 
in arsenic resistance, has also been presented as an ancient trait shared by a wide 
variety of organisms, suggesting abundant contact of early life with arsenate 
(Jackson and Dugas 2003).

It has been suggested that the complete sulfur cycle may be of great antiquity 
(Grassineau et al. 2001), but controversy exists on this matter (Nisbet and Fowler 
1999). Extant obligatory chemoautotrophs capable of anaerobic sulfide oxidation 
with nitrate (Beller et al. 2006), or arsenate (Hoeft et al. 2004) as electron acceptors 
are members of the Proteobacteria, and no deep-branching examples are known. 
The pathways for oxidation of sulfur compounds are complex (Friedrich et al. 
2001) and bear the trace of convergent evolution (Kelly et al. 1997). Most anaerobic 
sulfur oxidizers have been studied in marine settings; however a complete anaero-
bic sulfur cycle might be operating in subterranean environments (Gevertz et al. 
2000). While the phylogeny, physiology and biochemistry of sulfide oxidizers are 
under revision (Megonigal et al. 2005), additional studies specifically addressing 
the question of anaerobic sulfur oxidation in freshwater or soil systems, such as the 
recent work by Haaijer et al. (2006), might help elucidate the origin of soil 
colonization.
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The sulfide-oxidizing primary producers would have nurtured a secondary 
community composed of sulfate reducers, methanogens and methanotrophs 
(Nisbet and Sleep 2001; Retallack 2003). Isotopic evidence for mesophilic micro-
bial sulfate reduction as early as 3470 Ma has been found (Shen et al. 2001). 
Methanogenesis and anaerobic methanotrophy are also ancient metabolisms 
(Teske et al. 2003).

Modern soils exhibit a continuum from those that are flooded and continuously 
anaerobic to well-drained soils that may have limited areas and periods of anaero-
biosis. The extent and intensity of anaerobic processes, including nitrate and sulfate 
reduction and methanogenesis, vary accordingly in these soils (Tiedje et al. 1984). 
Even oxic soils such as savanna and desert soils today harbor presumably dormant 
populations of methane-producing and sulfate-reducing bacteria (Peters and Conrad 
1995). It would be of interest to know more about the distribution of arsenate 
respirers.

Early microbial mats that colonized pools formed at the vicinity of sulfide-rich 
springs evolved by accretion of evolutionary layers, which also remained physically 
stratified. In this model, prephotosynthetic biofilms would have had bacterial 
sulfide processers on top, underlain by sulfate respirers as well as methanogenic 
and methanotrophic archaea. Then, anoxygenic photosynthetizers would have 
added an upper layer to these original mats, introducing a new source of reduction 
power (Nisbet and Sleep 2001). Phylogenetic evidence suggests that anoxygenic 
photosynthesis appeared 3190 Ma (Battistuzzi et al. 2004).

Phylogenetic analysis of photosynthesis genes show that purple bacteria repre-
sent the basal lineage for photosynthetic bacteria, with green sulfur and non-sulfur 
bacteria being each other’s closest relatives and being rooted intermediately 
between heliobacteria and purple bacteria. Heliobacteria are closest to the last 
 common ancestor of the oxygenic photoautotrophs (Guest 1994; Xiong et al. 2000). 
Heliobacteria still occur today as photoheterotrophic, endospore-forming bacteria 
colonizing terrestrial habitats (Ormerod et al. 1996; Stevenson et al. 1997), and it 
may be that the common ancestor of heliobacteria and cyanobacteria played an 
important role in early, anaerobic colonization of sulfide-rich springs and neighbor-
ing habitats.

3.3 The Advent of the Cyanobacteria

In many cyanobacteria, oxygenic photosynthesis is inhibited at low hydrogen sulfide 
concentrations, whereas anoxygenic photosynthesis is induced at the high sulfide con-
centration of 3 mM. The bacteria then rely on photosystem I only and sulfide as an 
electron donor (Padan 1979). Sulfide-rich springs have concentrations of up to 10 mM 
hydrogen sulfide, and are home to a diverse anaerobic microbial flora comprising 
cyanobacteria (Elshahed et al. 2003). Hence, cyanobacteria have the ability to blend in 
anaerobic communities based on sulfur metabolism, while switching to oxygenic 
photosynthesis when spreading to surrounding land. Resolution of deep-branching 
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phylogenetic relationships suggests that the earliest cyanobacterial lineages were 
unicellular rods that lived in terrestrial or freshwater environments (Sánchez-
Baracaldo et al. 2005).

Primordial life on other planets might be endolithic (Walker et al. 2005). 
Endolithic methanogens might have existed on Earth 3500 Ma, colonizing silica 
dykes down to 1 km below the surface (Canfield 2006; Ueno et al. 2006). Similarly, 
early telluric cyanobacterial expansion from sulfide-rich springs might have 
occurred endolithically at first, the overlaying rock shielding the photosynthetic 
microbes from desiccation and harsh solar radiation. Such an endolithic microbial 
community would have contributed to initial weathering of rock minerals, through 
production of carbon dioxide and the excretion of a variety of organic acids 
(Gorbushina and Krumbein 2005).

Although disagreements occur (Brown et al. 2001; Ciccarelli et al. 2006), vari-
ous phylogenomic analyses suggest that cyanobacteria, actinomycetes and 
Deinococcus form a high-level phylogenetic clade (Wolf et al. 2001; Battistuzzi 
et al. 2004; Bern and Goldberg 2005). Members of the putative cyanobacteria-
actinomycetes-Deinococcales clade were collectively referred to as “Terrabacteria”, 
on the basis that their common ancestor may have pioneered land colonization 
between 2800 and 3100 Ma. The Terrabacteria are characterized by desiccation 
resistance and light protection mediated by carotenoid and other pigments. These 
properties, associated to phototrophism, would have permitted efficient soil coloniza-
tion (Battistuzzi et al. 2004). Reduced carbon measurements and other geochemical 
evidence suggest cyanobacterial mat formation at the surface of thick and clayey 
paleosols 2600 Ma (Watanabe et al. 2000).

Cyanobacteria are thought to have carried out oxygenic photosynthesis before 
2700 Ma (Brocks et al. 1999). However, photosynthetic oxygen production would 
not have resulted in an immediate increase in atmospheric oxygen level. Thus, mas-
sive methanogenesis would have remained contemporary to early oxygenic photo-
synthesis, resulting in atmospheric methane accumulation to 50–500 times present 
day levels (Catling et al. 2001). The mechanism involved in the eventual rise in 
atmospheric oxygen is a matter of some debate (Towe et al. 2002). Various hypoth-
eses suggest that gradual loss of atmospheric hydrogen originating from volcanic 
gas emissions (Holland 2002), or methanogenesis coupled to CH

4
-induced hydro-

gen escape (Catling et al. 2001), would have triggered oxidation of the atmosphere 
2200–2400 Ma, from less than 0.002 atm (or a fraction of 0.01 of the present atmos-
pheric level, PAL, which is 0.21 atm), to 0.03 atm, or 0.14 PAL (Rye and Holland 
1998). During the 400-million year period separating the advent of oxygenic pho-
tosynthesis and the massive rise of atmospheric oxygen, oxygen accumulation 
occurred locally and transiently (Kurland and Andersson 2000; Catling et al. 2001). 
Because of their heterogeneous structure and their capacity for organic matter 
immobilization, soils might have been particularly prone to generation of these 
“oxygen oases” (Catling et al. 2001). Thus, early, localized accumulation of oxygen 
in soils might have favored the extensive development of microbial diversity that 
seems to be a characteristic of certain paleosols (Gutzmer and Beukes 1998; 
Beukes et al. 2002).
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Cyanobacteria were instrumental in early soil colonization, and, given their 
capacity to use abundant substances such as water and atmospheric nitrogen, might 
well have represented a major source of biomass (Sánchez-Baracaldo et al. 2005). 
More specifically, cyanobacteria illustrate some of the basic phenomena underlying 
soil microbial colonization, particularly the accretion of evolutionary layers and the 
persistence of environments. Both phenomena are connected, and occur at least in 
part through symbiogenesis.

With respect to evolutionary layer accretion, extant cyanobacteria occur in a 
wide variety of environments, including various types of fertile soils (Rippka 
1988), desert biological soil crusts (Belnap 2003) and Arctic soils (Liengen 1999). 
In these various environments, their presence as a component of vastly different 
microbial communities reflects evolutionary history of the soils and gradual assem-
bly of layers as influenced by ambient conditions. As regards environmental per-
sistence, it is proposed here that a modern equivalent to early soil formation and 
initial weathering of rock can be found in the cryptoendolithic activity of cyanobac-
teria. Endolithic phototrophs, primarily cyanobacteria but also algae, occur at 
depths varying from 0.5 to 5 mm in various types of rocks, and are responsible for 
primary productivity sustaining an heterotrophic microbial community (Hughes 
and Lawley 2003). Today, as is postulated to have occurred in ancient soils (see 
above), cyanobacteria still play a major role in rock weathering (Büdel et al. 
2004).

Evolutionary layers are interconnected and mutually dependent, and, again 
cyanobacteria are a case in point. The development of interactions between cyano-
bacteria and organisms belonging to different evolutionary layers is exemplified by 
the observation of numerous extant symbioses involving cyanobacterial participa-
tion. Such associations occur today with a wide range of photosynthetic and 
 nonphotosynthetic eukaryotic hosts, including fungi, liverworts, mosses, pterido-
phytes, higher plants and echiuroid worms. The eukaryotic host generally benefits 
from the photosynthetic, and in many cases also from the nitrogen-fixing abilities 
of cyanobacteria (Raven 2002). Soil symbioses will be considered in more detail 
below (see Sects. 3.5–3.8).

3.4  Biogeochemical Cycling Based on Microbial 
Phototrophic Inputs

As well as natural rocks (see above section), stone buildings are home to microbial 
communities, the development and transitions of which have been studied in some 
detail. Again, the microbial colonization of stone buildings is initiated by pho-
totrophic organisms which build up a visible biofilm on the nutrient-depleted stone 
surface (Warscheid and Braams 2000). These phototrophs may be cyanobacteria or 
green algae (Crispim et al. 2003). Among the cyanobacteria, unicellular forms are 
often preponderant (Crispim et al. 2003), whereas filamentous forms occur as short 
filaments with thick pigmented sheaths (Gaylarde and Gaylarde 2005). Phototrophic 
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microorganisms may grow on the stone surface or may penetrate some millimeters 
into the rock pore system. Phototrophs excrete carbohydrates and growth factors, 
thus facilitating the establishment of a complex microbial community. Fungi are 
especially concentrated in stone crusts. They are able to penetrate into the rock 
material by hyphal growth and by biocorrosive activity, due to the excretion of 
organic acids or the oxidation of mineral-forming cations, preferably iron and 
manganese. Heterotrophic bacteria are also present, especially Gram-positive bac-
teria of the Terrabacteria group, such as actinomycetes and related coryneform 
bacteria. These organisms predominate over the more sensitive Gram-negative 
bacteria. Finally, colonization of building stones by chemoautotrophic bacteria 
also occurs, as the result of the accumulation of reduced sulfur and nitrogen com-
pounds (Warscheid and Braams 2000).

Because of their filamentous growth mode, actinomycetes are particularly well 
suited for growth in the heterogeneous rock and soil environments, and in ancient 
soils they were perhaps closely associated to the cyanobacteria as actinolichens 
(Retallack 2003). Associations between algae and streptomycetes have been con-
structed in the laboratory, and similar associations have been found in nature 
(Hawksworth 1988).

Colonization of early soils by chemoautotrophs allowed the functioning of com-
plete biogeochemical cycles. A mixed aerobic and anaerobic soil colonization proc-
ess is postulated here, which might have been characterized initially by the 
establishment of aerobic micropockets, that would have formed in daytime around 
photosynthesizing cyanobacteria. Outside these pockets or at the chemocline, the 
heterogeneous distribution of oxygen in the ancient soils might have supported 
transitional geochemical cycling, similar to what is now observed in aquatic con-
sortia and biofilms (Paerl and Pinckney 1996). In these systems characterized by a 
heterogeneous oxygen distribution, anoxygenic photosynthetic bacteria and aerobic 
chemoautotrophs cooperate in sulfur oxidation, whereas hydrogen from fermenta-
tion of fixed carbon is used by sulfate-reducing bacteria and methanogens.

Following the partial rise in atmospheric oxygen occurring 2200 Ma (see above), 
the soil aerobic pockets expanded. Without being completely eliminated, the anaer-
obes would have migrated to more profound horizons. By the time a second 
increase in atmospheric oxygen concentration occurred by the late Precambrian, or 
1100–550 Ma, the eukaryotic lineage was diversifying (Douzery et al. 2004), hence 
providing anaerobic niches and allowing persistence of an evolutionary layer that 
was originally associated with primordial anoxic or partly anoxic conditions.

3.5  Factors Involved in the Establishment of Mutualistic 
Symbioses

Early fossil evidence suggests that colonization of Precambrian paleosols involved 
free-living organisms resembling cyanobacteria (Horodyski and Knauth 1994;
Selosse and Le Tacon 1998). Today, however, mutualistic symbioses represent an 
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essential aspect of soil biology (Buscot 2005). Symbiogenesis was stimulated by 
the emergence of organisms belonging to different evolutionary layers, as well as 
by stepwise changes in environmental conditions such as atmospheric oxygen con-
centrations. For example, lichenization has been proposed to have contributed to 
the persistence and diversification of algae and cyanobacteria following the onset 
of competition by multicellular plants (Selosse and Le Tacon 1998).

The establishment of novel symbioses depends on organismal diversification, 
and in turn associated organisms are subjected to novel selection pressures (Saffo 
2002). This interdependence, as applied to soil biology, is in line with the concep-
tion of the soil as a self-organizing system (Young and Crawford 2004). It should 
also be considered in the light of the notion that soil organisms are subjected to 
interactions from pore to landscape scales (Crawford et al. 2005). Very local 
interactions facilitate close physical and metabolic contact, which trigger compe-
tition and consequent selection. Wide-scale interactions, as arise from long-
distance dispersal through air or water flows, establish confrontations as a general 
outcome of evolutionary innovations. In the long term, however, stably main-
tained coexistence promotes the development of cooperation strategies. For 
example, bacteria and fungi tend to compete for utilization of simple and rapidly 
metabolized plant-derived substrates, whereas mutualistic strategies have evolved 
for utilization of more recalcitrant substrates such as cellulose and lignin (de Boer 
et al. 2005).

The establishment of mutalistic symbioses has different consequences for the 
microsymbiont and the macrosymbiont. In the case of the larger, eukaryotic, partner, 
symbiosis might result in exposure to a more stressful environment (Lutzoni and 
Pagel 1997), as well as to increased aggressiveness and expansion range (Rudgers 
et al. 2005), leading to enhanced diversification. On the contrary, observations on 
Buchnera, an endosymbiont of aphids, suggest that selection on the microsymbiont 
is ineffective to eliminate slightly deleterious mutations (Wernegreen and Moran 
1999), at least for those characters that are not directly subjected to host pressure 
(Canbäck et al. 2004). Endosymbiosis favors the loss of apparently beneficial genes 
and the accumulation of deleterious mutations. The inefficiency of natural selection 
during endosymbiosis may be due to the partitioning of populations among hosts 
and large fluctuations in population sizes (Ochman and Moran 2001). Since the effi-
ciency of natural selection tends to decrease with increasing organism size (Lynch 
2006), the microsymbiont might escape the effect of selection through its association 
with a larger organism. The results of long-term evolution without a stringent selec-
tion surveillance include increased stability of genome structure and the develop-
ment of an irreversible host dependency (Andersson and Kurland 1998; Klasson and 
Andersson 2004). Whereas smaller genomes are noted to evolve faster (Ciccarelli 
et al. 2006), such accelerated reductive evolution, occurring in the initial stages of 
symbiogenesis, might be followed by structural genomic stasis resulting from the 
loss of genetic elements that mediate recombination events (Tamas et al. 2002).

Obligate mutual dependency may conduct to organismal fusion, the endosymbi-
otic origin of mitochondria and chloroplasts (Margulis 1970) being the most dra-
matic illustration of this process. Accretion of evolutionary layers, which occurs 
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largely as a result of symbiotic interactions between representatives of distinct 
layers, promotes the fusion and blurring of these layers to generate a hybrid 
evolutionary state. In this sense, evolution can be envisioned as functioning through 
persistence rather than purifying selection.

3.6 The Symbiotic Continuum

The recently proposed notion of an endophytic continuum (Schulz and Boyle 2005) 
can be expanded, in the sense that the various soil symbioses that exist today may 
be regarded as a continuum of interactions. These are related to each other by one 
or various factors such as time, space, mechanisms and evolutionary consequences. 
Indications on the existence, nature and implications of the symbiotic continuum 
are provided by the cyanobacteria and the fungi. These two types of organisms are 
well known for their capacity to establish a wide range of interactions with different 
partners (Selosse and Le Tacon 1998; Raven 2002).

The Glomeromycota, to which the arbuscular mycorrhizal fungi belong, origi-
nated early in fungal evolution, about 1200–1400 Ma. This was after Chytrid diver-
gence, but before Ascomyceta split from Basidiomyceta, 1200 Ma. As the current 
members of the Glomeromycota are terrestrial (Schüßler et al. 2001), such an early 
occurrence suggests that colonization of land by fungi occurred deep in the 
Proterozoic, more than 900 Ma (Heckman et al. 2001). These early terrestrial fungi 
might have established extracellular or intracellular associations with phototrophic 
algae or cyanobacteria.

Extracellular interactions between fungi and cyanobacteria evolved independ-
ently on several occasions (Gargas et al. 1995), and the fossil record dates the origin 
of lichens to at least 600 Ma (Yuan et al. 2005). However, considering the probable 
antiquity of terrestrial colonization by fungi and cyanobacteria (see above) it was 
suggested that non-septate lichens formed earlier (Selosse and Le Tacon 1998). 
A high level of stress on the fungus is associated with a transition to the lichen 
symbiosis, resulting in accelerated evolution that has an impact, not only on lichen-
forming fungi, but also on non-lichen-forming fungi through delichenization 
(Lutzoni et al. 2001).

Early intracellular interactions between fungal and phototrophic partners may 
have resembled the present-day Geosiphon pyriformis, which is the result of endo-
cyanosis, or an intracellular colonization of a fungus by a cyanobacterium (Kluge 
2002). The observation that the fungal partner in Geosiphon is a member of an 
ancestral lineage within the Glomeromycota (Schüßler 2002) suggests that 
endomycorrhizal fungi first established interactions with unicellular phototrophs 
before the advent of land plants. Hence, the symbiotic continuum was initiated very 
early in the history of soil colonization, as fungi interacted in two alternative ways 
with cyanobacteria and other unicellular phototrophs, to generate the lichens by 
exocyanosis, and the arbuscular mycorrhizae by endocyanosis and later association 
with land plants.
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Although there are no undisputed eukaryotic land fossils before 460–480 Ma 
(Wellman et al. 2003), green algae appeared 1000 Ma, while bryophytes and higher 
plants diverged 703 Ma (Heckman et al. 2001). This suggests that land colonization 
by plants dates back to at least 700 Ma. The first terrestrial plants were bryophytes 
(Hedges 2002), and primitive arbuscular mycorrhizal associations with these root-
less phototrophs might have been instrumental in early land colonization. The glo-
malean fungus Glomus claroideum, known to form arbuscular mycorrhizae with 
vascular plants, is also able to form a mycorrhiza-like symbiosis with the hornwort 
Anthoceros punctatus (Schüßler 2000). Mycorrhiza-like associations are also 
observed with other lower land plants, including hepatics and lycopods (Read et al. 
2000). Whereas the functional significance of these associations might not be clear, 
their occurrence and morphological similarities with true mycorrhizae call for their 
interpretation within the framework of the symbiotic continuum hypothesis. By the 
time roots evolved in the Early Devonian, 410–395 Ma, the original axis of early 
vascular plants was already host to abundant below-ground mycorrhizal fungi 
(Raven and Edwards 2001).

A further extension of the symbiotic continuum is revealed by comparative 
analyses of mycorrhizal and nitrogen-fixing rhizobial associations (Hirsch et al. 
2001; Szczyglowski and Amyot 2003). It has been proposed that elements of the 
signaling pathway between legume roots and infecting rhizobia may have derived 
from a pre-existing pathway that regulates the more ancient arbuscular mycorrhizal 
symbiosis (Albrecht et al. 1999). Plant response components to both the rhizobial 
and the mycorrhizal stimuli include a receptor kinase (Endre et al. 2002; Stracke 
et al. 2002), a protein that shares similarities with ligand-gated cation channels 
(Ané et al. 2004) and a protein resembling calcium and calmodulin-dependent 
 protein kinases (Lévy et al. 2004). Plant genes that are activated in response to 
infection by both the rhizobial and the fungal partner have been termed symbiosin 
genes (Kistner et al. 2005). Such commonalities have led to predictions and initial 
hints that mycorrhizal fungi would produce Myc signals analogous to the rhizobial Nod 
factors (Albrecht et al. 1999; Harrison 2005). In particular, the Medicago trunculata
plant cell responds to contact with fungal hypha by undergoing cytoskeletal reorganiza-
tion. This reaction depends on gene products required for rhizobial and mycorrhizal 
infections (Genre et al. 2005).

Both the Nod factor and the Myc factor signaling pathways might be derived 
from the more ancient chitin signaling pathway, that triggers a plant response to 
fungal pathogenic attack (Stacey et al. 2006). A set of rice genes was similarly 
expressed in response to both mycorrhizal interaction and infection by the fungal 
pathogens Magnaporthe grisea and Fusarium moniliforme (Güimil et al. 2005).

Strigolactones are sesquiterpene signals produced by plant roots that induce 
hyphal branching, which is an early reaction of the infecting mycorrhizal fungus in 
the vicinity of a susceptible root, and may also induce fungal synthesis of the Myc 
factor. In yet a further striking illustration of the symbiotic continuum, strigolac-
tones also induce seed germination of the parasitic weeds Striga and Orobanche
(Akiyama et al. 2005; Akiyama and Hayashi 2006). Strigolactone synthesis by 
plant roots is stimulated by soil phosphorus deficiency, when Striga infestation is 
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most prevalent (Yoneyama et al. 2001) and also when potential benefits to the plant 
of the mycorrhizal association are greatest. Thus, preservation of mechanisms 
along the symbiotic continuum involves a continuity from molecular up to environ-
mental relationships.

Root knot nematodes act at a distance to induce cytoskeletal, nuclear, and mor-
phological effects in Lotus japonicus root hairs similar to those caused by the 
rhizobial nodulation factors. Specific components of the host perception machinery 
are involved in both interactions, implying a degree of common function between 
these prokaryotic and eukaryotic symbionts. The nematode also uses its stylet to 
inject peptide signals that trigger plant developmental pathways common to both 
nodule and gall formation (Davis and Mitchum 2005).These observations suggest 
that evolution of parasitism in root knot nematodes was accompanied by conscrip-
tion of older symbiotic pathways (Weerasinghe et al. 2005). Root knot nematodes 
have acquired rhizobial genes by horizontal gene transfer, including a gene for Nod 
factor synthesis, which suggests routes for generating similarities in interaction 
mechanisms with the host plant (Scholl et al. 2003). In spite of these commonalities 
between different symbioses, each particular interaction system retains specific 
developmental and physiological mechanisms (Parniske 2000).

One mechanism for establishment of the symbiotic continuum may be described 
as “abuse”, whereby a parasite takes advantage of a signal which is produced by its 
host to attract benevolent symbionts. Strigolactone recognition by parasitic plants 
(see above) was so acquired (Bouwmeester et al. 2007).

The recent observation that some photosynthetic bradyrhizobia did not harbor 
nod genes (Giraud et al. 2007) is intriguing as regards the range of the symbiotic 
continuum. For example, the possibility of similarities between infection mecha-
nisms of photosynthetic bradyrhizobia and the actinorhizal Frankia has been 
evoked (Giraud et al. 2007).

3.7  Microsymbiotic and Macrosymbiotic Factors 
Shaping Interactions

Metabolic networks in bacteria, archaea and eukaryotes are arranged into four dis-
crete groups of increasing size and connectivity, the latest and largest of these 
involving oxygen. The networks in smaller groups are nested within those in larger 
groups (Raymond and Segrè 2006). Hence, persistence of metabolic networks may 
be imprinted in evolutionary relationships and life itself. The evolution of life in 
soils might only represent an extension of this persistence principle to the hierarchi-
cal levels of organisms and environments.

Different bacteria have deployed common molecular mechanisms to initiate and 
maintain pathogenesis or mutualism with hosts (Hentschel et al. 2000). A case in 
point is the sharing, by various plant and animal pathogens, of similar type III and 
type IV secretion systems for translocation of DNA and protein substrates to target 
cells (Wren 2000). Phylogenetic analyses of the various type III secretion systems 
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suggest these to be of an ancient origin and to have diverged independently in unre-
lated bacteria (He et al. 2004b).

Acquisition of the capacity to establish mutualisms and diseases is facilitated by 
horizontal transfer of DNA fragments. The transferred DNA elements may be of 
large size, and their dissemination among bacterial hosts may be facilitated by con-
jugative transfer and phage infections. However, acquisition of symbiotic capacity 
through horizontal gene transfer is possible only in bacteria that already have a long 
history of interaction with their host (Ochman and Moran 2001).

The convergence observed when different bacteria share symbiotic mechanisms 
may also reflect phylogenetic relationships. Parallels exist in the infection strategies of 
Sinorhizobium meliloti and the related animal pathogen, Brucella abortus, which 
adopt similar lifestyles inside the host. Both rhizobia and brucellae are endocytosed by 
host cells, where they then undergo adaptive changes and ultimately live for prolonged 
periods in intracellular, acidic, host-membrane-bound compartments. Mutants altered 
in S. meliloti bacA or its B. abortus ortholog are unable of long-term residence in their 
respective host cell (LeVier et al. 2000). BacA from the two bacteria affects the fatty 
acid content of lipid A, and as such may be involved in the capacity of the plant and 
mammalian pathogens to avoid recognition by the host (Ferguson et al. 2004).

Alternatively, the conservation of interactive mechanisms may be driven by the 
macrosymbiont, which imposes a common selective pressure on different associ-
ated microbes. This homogenizing effect is exerted by an individual host interacting 
with different microbes, and also by different hosts sharing defining symbiotic 
characters. Some macrosymbiotic idiosyncrasies persist across large evolutionary 
distances. Plants and animals recognize similar, albeit not identical, pathogen-
associated molecular patterns. Recognition is mediated by Toll and Toll-like recep-
tors in animals, and in plants by proteins resembling Toll-like receptors and sharing 
with these similar structural modules, in particular leucine-rich repeats (Nürnberger 
et al. 2004). Whether these similarities are the result of conservation of ancient 
defence mechanisms or convergent evolution, they suggest that the conservation or 
reproduction of recognition mechanisms in the macrosymbiont encouraged the 
conservation or reproduction of interactive mechanisms in the microbial symbiont. 
The result of evolution or coevolution of symbiotic partners is maintenance, in a 
process that sustains and strengthens itself.

3.8 The Evolution of Symbionts and Hypersymbionts

Following symbiogenesis, pressure is exerted to preserve the interaction and 
expand its applicability. To preserve the interaction, microsymbionts increase and 
diversify benefits to the host and develop powerful mechanisms for excluding com-
petitors. For example, the endophytic fungus Piriformospora indica induces a vari-
ety of beneficial responses in its host, including stress tolerance and disease 
resistance (Waller et al. 2005). Other endophytes synthesize inhibitory compounds 
active against a wide variety of fungi, bacteria and other organisms (Strobel 2006). 
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The nematode mutualist and entomopathogenic Proteobacterium Photorhabdus also 
produces a range of biocidal compounds whilst growing in its insect host, so as to 
out-compete or repel potential competitors that would come from the insect gut 
microflora or the soil (ffrench-Constant et al. 2003). In the case of this ternary inter-
action, niche revendication benefits the nematode macrosymbiont, which is also 
multiplying in the dead insect. As such, it preserves the accretion of three distinct 
evolutionary layers, represented by the bacterial, nematode and insect partners.

Niche revendication may also depend on trophic relationships, such as those 
established by nitrogen-fixing rhizobia (Lodwig et al. 2003) and plant cell-
transforming agrobacteria (Zhu et al. 2000). For rhizobia (Denison and Kiers 
2004) as for agrobacteria (Brencic et al. 2005), such relationships exert a continuum 
of effects on the host plant, ranging from parasitism to commensalism and mutual-
ism. The development of specific mechanisms for syntrophic exchange of nutrients 
and metabolites (Kooijman and Hengeveld 2005) represents a fundamental process 
in evolutionary layer networking.

To expand the applicability of the interaction, some symbionts evolve towards 
promiscuity, and become “hypersymbionts”. Certain strains of Pseudomonas 
aeruginosa are promiscuous pathogens, with an ability to infect a wide variety of 
plants and animals. The genome of one of these strains harbors pathogenicity 
islands derived from a wide array of bacterial species, including plant and animal 
pathogens (He et al. 2004a).

Amoebae serve as training grounds for acclimatization of symbionts to an intra-
cellular lifestyle. The capacity of bacteria to colonize amoebae has evolved several 
times (Molmeret et al. 2005), and today both environmental and clinical isolates of 
amoebae harbor bacterial endosymbionts. For example, approximately 25% of 
environmental and clinical Acanthamoeba isolates are infected. A wide variety of 
Gram-negative endosymbionts have been described in amoebae. Some are highly 
adapted to this intracellular milieu and cannot be cultured without amoebae 
(Winiecka-Krusnella and Linder 2001). These are phylogenetically related to obli-
gate endosymbionts of insects or intracellular parasites of animals, including 
Rickettsiae and Chlamydiae. Interaction with unicellular eukaryotes might facili-
tate evolution of mechanisms for intracellular survival that are then useful in other 
eukaryotic cells (Harb et al. 2000; Molmeret et al. 2005). Various bacteria, includ-
ing Burkholderia, Chlamydia, Legionella and Rickettsiae, are facultative hosts of 
the amoebae and are also intracellular animal pathogens. Growth inside amoebae 
renders legionellae more invasive to macrophages and epithelial cells and turns 
them into more virulent pathogens of experimental animals (Winiecka-Krusnella 
and Linder 2001). Amoebae secrete some factors that enhance replication of vari-
ous Legionella species in human monocytes (Neumeister et al. 2000).

Upon superimposition of a new evolutionary layer, more ancient organisms tend 
to persist through the establishment of interactions. Thus, symbiogenesis appears 
as a powerful mechanism for evolutionary layer accretion, acting by promoting 
concomitant evolution of partners and niche definition. The environments favorable 
to ancient organisms turned into microsymbionts become dispersed, or emulsified, 
within new environments shaped by more recent life forms.
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3.9 Evolution and the Persistence of Environments

The persistence of ancient organisms and of the niches that these organisms inhabit 
allows environments to be maintained on a micro scale despite global changes and 
the appearance of new and more complex life forms. The heterogeneity that is 
required for environmental maintenance is generated along evolutionary time by 
the increasing complexity of biological systems. The recreation of ancient environ-
ments within a new biological order occurs, for example, upon replacement of 
physical with biological heterogeneity.

By the time atmospheric oxygen accumulated, 1500–2000 Ma, primitive eukary-
otes or proto-eukaryotes already existed which had the capacity to engulf bacteria 
(Kurland and Andersson 2000; Kurland et al. 2006). Anaerobic bacteria so enclosed 
might have persisted in continuing oxygen-free environments found in protists. 
These relationships were reconstructed experimentally through co-cultivation of 
Mobiluncus curtisii, an obligate non-sporeforming anaerobe, with free living 
Acanthamoeba spp. under aerobic conditions. In these experiments, internalization, 
multiplication and persistence of bacterial cells were established for several weeks 
(Tomov et al. 1999). Similarly, obligately anaerobic clostridia exist as endophytes 
of graminaceous plants. They are found in substantial numbers in the subterraneous 
and aerial parts of the plant, and some clostridial types were preferentially isolated 
from plants, as compared to the surrounding soil (Miyamoto et al. 2004).

Land colonization by arthropods is believed to have occurred rather late, after the 
origin of the myriapod lineage 642 Ma and before the millipede-centipede diver-
gence, which occurred 442 Ma. Arthropods are likely to have been preceded by 
nematodes and other animals leaving little fossil records (Pisani et al. 2004). 
Amphibians derived from fish in the Late Devonian, 360 Ma, and adapted to life in 
fully terrestrial environments in the succeeding 20–30 million years (Carroll 2001).
The intestines of soil animals are well documented niches favoring colonization by 
strict anaerobes. Termites have been particularly well studied in this regard, and are 
host to a complex and diverse microflora, including anaerobic protozoa, Desulfovibrio,
Bacteroides, methanogenic archaea (Brune and Friedrich 2000), and clostridia 
(Tokuda et al. 2000). Cockroaches (Sprenger et al. 2000) and humus-feeding cole-
opteran larvae (Egert et al. 2003) are also hosts to strictly anaerobic bacteria or 
archaea. Such interactions across evolutionary layers lead to further evolutionary 
changes, as is suggested by the observation that the clostridia colonizing the gut of 
termites are related to vertebrate pathogens that demonstrate an affinity with gut tis-
sue (Tokuda et al. 2000). In some cases, the interactions between evolutionary layers 
are only transient, as they do not involve permanent colonization of an animal host. 
This is the case, for example, in the earthworm gut, where the activity of denitrifyers 
is enhanced during transit (Horn et al. 2006).

Biofilms may be thought of as minimal ecosystems (Guerrero et al. 2002). They 
developed in the early Archean (around 3500 Ma) or perhaps even earlier, in various 
settings including shallow waters in the vicinity of hydrothermal vents (Nisbet and 
Fowler 1999). Biofilm formation is a current behavior of bacteria interacting with 
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soil fungi (Bianciotto et al. 2001; Bianciotto and Bonfante 2002) or plant roots 
(Morris and Monier 2003; Ramey et al. 2004), and as such illustrates environmental 
persistence, with the continued expression of associated organizational traits 
(Davey and O’Toole 2000).

3.10 The Heterotrophization of Soil Microbial Life

It has been hypothesized that the appearance of large animals about 575 Ma, which 
required that atmospheric oxygen be at present-day levels, was facilitated by the 
construction of an elaborate soil microflora. The activity of this abundant soil 
microbial population resulted in enhanced weathering and the formation of bio-
genic clay, which in turn plays a major role in organic carbon sequestration. 
Enhanced organic carbon immobilization in clay particles would then have resulted 
in the rise of atmospheric oxygen from 0.03 atm (see above) to levels sufficient for 
the evolution of large animals (Kennedy et al. 2006). This postulated intensification 
of soil microbial activity may have corresponded to a transition from an autotroph-
dominated to an heterotroph-dominated microflora such as that which occurs in 
modern soils (Janssen 2006). The gradual superposition of evolutionary layers, 
occurring with the advent of lichens, then of bryophytes and vascular plants, led to 
a partial heterotrophization of the microbial soil metabolism, realized through 
extensive interactions of microbes with eukaryotic phototrophs.

The association of additional microorganisms with the primary symbiotic part-
ners enhances the predominantly heterotrophic character of the soil microflora and 
the environmental impact of the symbioses. For example, secondary microbial col-
onization of the lichen zone affects the rate and mechanisms of mineral weathering 
reactions (Banfield et al. 1999). On the other hand, various aspects of the impact of 
intracellular (Bonfante 2003) and extracellular (Artursson and Jansson 2003) bacte-
rial colonization of arbuscular mycorrhizal fungi remain to be identified (Artursson 
et al. 2006). The reduced genome size of the obligate endosymbiont “Candidatus
Glomeribacter gigasporarum” suggests that this organism maintains an ancient 
relationship with its host, the arbuscular mycorrhizal fungus Gigaspora margarita
(Jargeat et al. 2004).

3.11 Conclusions

In soil systems, evolutionary layer accretion both stimulates and depends upon the 
interactive coexistence of mechanisms, organisms and environments. A layered 
mode of evolution has also been proposed for the immune system (Herzenberg and 
Herzenberg 1989), the function of which, as does that of the soil, depends on exten-
sive interactions between its components.
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Soil biology is a result of the interplay of symbioses, which in turn drive coevo-
lution of the symbiotic partners. The coevolutionary process produces local mala-
daptation to symbiotic existence, which may be transient or permanent, this 
deviation from adaptation driving further selection (Thompson et al. 2002). As the 
geographical component of complex landscape is a crucial factor contributing to 
symbiotic maladaptation (Thompson et al. 2002), the spatially and temporally 
heterogeneous soil might be considered as a privileged milieu for evolution of 
microbes and other species interacting with them. Heterogeneities in space, imme-
diate time and resource distribution do not fully account for the maintenance of 
microbial soil diversity. Evolutionary heterogeneity also matters, and evolutionary 
distance may exert a perceptible effect on soil organisms, as do spatial and tempo-
ral distances.

Following the Darwinian presentation of competitive selection as an essential 
component of evolutionary processes, an alternative model of evolution through 
symbiotic relationships has gained support (Roossinck 2005). Mutualism might in 
fact represent a general strategy for life (Müller-Hill 2006): originally applied to 
function and evolution of macromolecules, this notion might retain some truth up 
to the soil organism or ecosystem levels. At these higher levels of complexity, 
mutualism may be based on mutual exploitation, rather than reciprocal cooperation 
(Saikkonen et al. 2004). In this case, natural selection might be considered as being 
shaped, at least in part, by association between organisms belonging to different 
evolutionary layers. The emergence of cheaters, which have the potential to disrupt 
mutualistic systems by obtaining a disproportionate share of their resources, skews 
the dynamics of interactions (Velicer 2003), and their influence within the frame-
work outlined here calls for examination. High relatedness between members of a 
social population contributes to cheater control (Gilbert et al. 2007), pointing to an 
additional factor for persistence of interactions.

As suggested earlier in this review, mutualism, evolutionary layer accretion and 
environmental persistence might be the expression, at superior hierarchical levels 
of life, of a duplicative and conservative mode of evolution. It is a recurrent theme 
in modern biology that two apparently distinct biomolecular systems found in the 
same or different cells show derivation relationships or share common ancestry. It 
would be of interest to investigate whether or not aggregative evolution might be 
established as a founding principle of life, and, eventually, how this principle 
imprinted the changes of biomolecules, cells, organisms and environments.

Given the absence of a tangible experimental object, the reconstruction proposed 
here remains a literary exercise, only with less evocative value than Dante’s cos-
mology. Current models of planet formation suggest that relatively small, rocky 
planets should be much more common than giant gas planets such as Jupiter 
(Beaulieu et al. 2006). Furthermore, liquid-water habitable zones are relatively 
wide around main-sequence stars not too different from our sun (Kasting and 
Catling 2003). So the words may eventually come to tell the soil story.
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Chapter 4
Rhizosphere Colonization: Molecular 
Determinants from Plant-Microbe 
Coexistence Perspective

Chandra Shekhar Nautiyal(*ü ), Suchi Srivastava, and Puneet Singh Chauhan

4.1 Introduction

Inoculation of plants with beneficial microbes can be traced back for centuries. 
Although bacteria were not proven to exist until in 1683 von Leeuwenhoek discov-
ered microscopic ‘animals’ under the lens of his microscope, their utilisation to 
stimulate plant growth in agriculture has been exploited since ancient times. 
Theophrastus (372–287 BC) suggested the mixing of different soils as a means of 
‘remedying defects and adding heart to the soil’ (Vessey 2003). Colonisation of 
plant root system is the very first step in nearly all interactions between plants and 
soil borne microbes. The importance of this compartment for plant growth and soil 
microbiology had already been realised in the very pioneer times of microbiology 
in the late 19th century. In 1888, Hellriegel and Wilfarth proved the special case of 
nitrogen nutrition of legumes through their root nodule bacteria, which Beijerinck 
finally isolated in 1889. In 1887–1888 Hiltner was certainly fascinated by the find-
ings of Hellriegel and Wilfarth about the special case of nitrogen nutrition in leg-
umes. Together with Professor Nobbe, intensive studies were conducted about the 
nature of the symbiotic interaction of nodule bacteria and legume roots (Nobbe and 
Hiltner 1896). Apparently during these studies, Hiltner became aware of the impor-
tance of the ecological interactions in the root zone. Together with his teacher he 
developed the first inoculant based on root nodule bacteria for agricultural practice 
which they called ‘Nitragin’ in 1890. As agricultural practice was in close contact 
to the new achievements of basic sciences, the challenge quickly arose whether at 
all, and how, these discoveries of the – at that time – very young science ‘soil bac-
teriology’ could be applied in the field. Region of contact between root and soil 
where soil is affected by roots was designated as “rhizosphere” by Hiltner (1904).

The rhizosphere of plants is one of the most fascinating microbial habitats for 
basic and applied studies in the field of microbiology, as it is shaped by the soil, the 
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plant and the microorganisms. Given the tremendous diversity of soil microbes, soil 
fauna, and plants, it is virtually impossible to investigate the intricacies of every 
potential rhizosphere interaction in every environmental circumstance. However, an 
understanding of controls over belowground function is becoming increasingly 
important as natural and agro-ecosystems around the globe are exposed to anthro-
pogenic pressures. In addition, the chemistry and development of soil present today 
have been strongly affected by the actions of rhizospheres over evolutionary time 
frames and the evolution of true plant roots and their extension deep into substrate 
is hypothesised to have led to a revolution in planetary carbon and water cycling 
during the Devonian period (Beerling and Berner 2005; Cardon and Gage 2006). 
What is the biogeochemical function of the rhizosphere on Earth today? In what 
major ways is rhizosphere function belowground similar across terrestrial ecosys-
tems, and in what fundamental ways can it differ? However, since the microbial 
inoculations would mainly be performed in soils before the plant is grown up, the 
strains should also be able to survive in the soil and show a good saprophytic abil-
ity. To fulfill these requirements, progress must be made in our knowledge of which 
bacterial traits affect the soil- and rhizosphere-colonising ability of microbes 
(Nautiyal 2006; Nautiyal et al. 2006a,b).

This review focuses on methods to improve root colonisation by introduced 
bacteria using molecular biology strategy and tools to enhance plant-microbe coex-
istence. The plausible mechanisms adopted by these rhizobacteria in root colonisa-
tion, though abundantly documented but still remains to be fully explored. It is thus 
presumed that better understanding of the molecular basis of plant-rhizobacteria 
coexistence will enable researchers to make more informed decisions in designing 
inoculants that will successfully colonise host rhizosphere and consistently pro-
mote the growth of host plants, biological control and bioremediation.

4.2 Genetic Regulation of Plant–Microbe Association

For most of the past century, microbiology has been devoted to studying the physi-
ology and genetics of bacteria in vitro. This means that we now understand a great 
deal about the lives of bacteria on agar plates, but have little understanding of the 
determinants of ecological success in the wild. Without an understanding of 
the causes of ecological success our understanding of the biology of bacteria will 
remain incomplete and the full potential of these organisms in biotechnology 
will remain unrealised. Bottom-up (genes to population) and top-down (population 
to genes) approaches are both useful. The bottom-up approach is commonly 
employed for studies of bacteria, although is rarely pursued to the population level. 
Bottom-up positive selection approaches open the door to understand ecological 
performance in bacteria at a mechanistic level in the wild. In vivo expression tech-
nology (IVET) strategies, despite their tremendous power, have been little used, 
except in studies of animal pathogenicity. Rainey and Preston (2000) have reviewed 
IVET strategies, their development, and potential in biotechnology. Using 22,800 
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genechip probe array of FPT9601-T5-treated Arabidopsis plants in comparison to 
control plants, Tosa et al. (2005) reported on up- or down-regulation of 95 and 105 
genes respectively. Up-regulated ones include genes involved in metabolism, signal
transduction, and stress response, putative auxin-regulated genes and nodulin-like 
genes and some ethylene-responsive genes were down-regulated. Isabel et al. 
(2005) identified 28 rap genes (root-activated promoters) preferentially expressed 
in the maize rhizosphere during rhizosphere colonisation by P. putida KT2440. 
IVET is a powerful tool to identify promoters and genes that are expressed specifi-
cally under certain conditions of interaction. Among modern techniques for the 
study of rhizosphere colonisation in inoculated and uninoculated controls microarray 
analysis besides IVET, differential display (DD) technique is also very useful. 
Differential display of genes is mRNA based technique where differentially 
expressed genes of plants infected with rhizobacteria resulted in enhanced expres-
sion of PR proteins (Hassan et al. 2003). In another cDNA-amplified fragment 
length polymorphism technique, 81 transcript derived fragments showing differen-
tial expression during exponential growth phase in an aggregation-inducing 
medium containing high C:N ratio. RT-PCR analyses confirmed the differential 
patterns observed by cDNA-AFLP of nodQ, involved in sulfation; narK, involved 
in nitrite/nitrate transport, and flp, involved in auto aggregation; as well as genes 
encoding a biopolymer transport protein, and the signal recognition particle 
(Valverde et al. 2006).

Correlations have been reported between rhizosphere competence and growth 
rate of a plant root adhered bacteria and it has a prerequisite to multiply using 
organic compounds and other physiological traits which may further contribute to 
their rhizosphere competence and these rhizosphere competent bacteria helps in 
increasing the plant productivity by multiple changing in the gene expression.

Auxin produced by bacteria in the rhizosphere can stimulate the activity of the 
1-aminocyclopropane-1-carboxylate (ACC) synthase, an enzyme normally used by 
plants to form ethylene (Xie et al. 1996) and transcription of ipdC, an Erwinia IAA 
biosynthetic gene, is induced in response to bean and tobacco compounds (Brandl 
and Lindow 1997) and the bacterial auxin synthesis is dependent upon plant-
exuded tryptophan. Analyses of the more than 4000 ORFs of Bacillus subtilis
revealed that yqkF are growth regulatory gene related to auxin which may manipulate
hormonal processes in plants (Andrews and Harris 2000). To control the ethylene 
production, increased amount of ACC is hydrolysed by an ACC deaminase and 
ACC deaminase-producing rhizobacteria upregulate genes involved in cell division 
and proliferation but down-regulate stress genes thus reducing plant stress and 
induce root elongation and proliferation in plants, largely by lowering ethylene levels 
(Glick et al. 1998; Penrose and Glick 2003) which bring about ISR by fortifying 
the physical and mechanical strength of the cell wall (Knoester et al. 1999). Ahn 
et al. 2002 – by showing augmented, rapid transcript accumulation of defense-
related genes including PR-1a, phenylalanine ammonia-lyase (PAL), and 3-hydroxy-
3-methylglutaryl CoA reductase (HMGR) following inoculation with PGPRs 
– concluded that PGPRs by a typical phenomenon of potentiation using the 
jasmonate pathway of defence provide ISR to the plants. Phenotypically ISR in 
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plants is similar to pathogen-induced systemic acquired resistance (SAR) known 
defense-related genes, i.e. the SA-responsive genes PR-1, PR-2, and PR-5, the 
ethylene-inducible gene (Karen et al. 2005).

Plant-microbe coexistence is strongly influenced by abiotic stress conditions 
induced by drought, high salt and temperature. Stress is an unhealthy condition and 
prolonged stress weakens the immune system, opening the door for a variety of 
ailments that an otherwise healthy plant could overcome. The major consequences 
of drought stress is the loss of water from the protoplasm and leads to the concen-
tration of ions in the protoplasm, higher concentration of which are toxic to plants. 
However, a lack of water results in the overproduction of free radicals, leading to 
the damage of cellular membranes and ultimately loss of solutes from the cell and 
organelles (Apel and Hirt 2004). Damage to DNA under these conditions severely 
hinders the ability of the plant to recover, as DNA stores the genetic information 
that is ultimately used for the synthesis of new proteins (Fig. 4.1).

Drought is one of the most serious world-wide problems for agriculture. Four-
tenths of the world’s agricultural land lies in arid or semi-arid regions and many 
variables play a part in reaching drought conditions; these include lack of natural 
rainfall, soil type, air temperature, humidity, wind conditions, sun exposure and 
also the plant type (root depth). Plants respond to these conditions with an array of 
biochemical and physiological adaptations and being sessile they develop tolerance 
mechanisms to cope with the detrimental effects of environmental stress. They 
evolved some of the genes coding for an antioxidant enzyme to protect DNA 
against free radicals, cell membrane stabilizing enzymes and a protein which is 
thought to stabilize osmotic imbalances by actively transporting solutes across the 
cell membranes, thereby minimizing water loss during drought.

Timmusk and Wagner (1999) reported that the Arabidopsis thaliana plants 
inoculated with Paenibacillus polymyxa plants were more resistant to drought 
stress and revealed that ERD 15 and RAB 18 is a drought responsive genes and 
gets differentially expressed in case of P. polymyxa treated plants in drought and 
its mechanism of action of the plant growth promotion was studied by Timmusk 
et al. (2003). Using plasmid-borne gfp gene tagging of P. polymyxa, Timmusk et al. 
(2005) concluded that it colonises on root and form biofilm on plant root tips and 
enters intercellular spaces but does not spread throughout the plant.

Adaptation to environmental stresses is dependent upon the activation of 
cascades of molecular networks involved in stress perception, signal transduction, 
activation and regulation of specific stress tolerant genes. During stress conditions 
dehydration responsive transcription factor after binding with the cis acting 
elements promotes both, the stress inducible genes codes for osmoprotectants, 
scavengers or stress proteins such as cold responsive proteins (COR) or late 
embryogenesis abundant (LEA) with an undefined mechanism of action (Vinocur 
and Altman 2005) and regulatory proteins such as transcription factors or compo-
nents of signal cascades and regulate the expression of a set of genes involved in 
stress. Both categories of genes have been shown to impart tolerance when overex-
pressed in plants. Significant improvement of stress tolerance in case of A. thaliana
has been noticed by the interaction of a single transcription factor, which activates 
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expression of downstream genes involved in drought- and salt-stress (Sakuma et al. 
2006). Huang and Liu (2006) reported a novel cDNA encoding DRE-binding tran-
scription factor, designated GhDBP3 from Gossypium hirsutum, showed enhanced 
expression by drought, NaCl, low temperature and ABA treatment. During different
environmental stresses, basic cellular processes such as DNA replication, repair, 
recombination, transcription, ribosome biogenesis and translation initiation play 
essential role and all these functions are genetically controlled by helicases of 
DEAD-box protein superfamily. Thus, helicases might playing an important role in 
regulating plant growth and development under stress conditions by regulating 
some stress-induced pathways (Vashisht and Tuteja 2006). Kwak et al. (2007) 
reported that A. thaliana genome contains eight genes of high mobility group B 
(HMGB) proteins, and gets upregulated by cold salt and drought stress and down-
regulated by drought or salt stress. Various strategies have been used to produce 
transgenic plants with increased tolerance to dehydration stress. These include the 
overproduction of enzymes responsible for biosynthesis of osmolytes, late-
embryogenesis-abundant proteins and detoxification enzymes. However, in case of 
crop improvement regulatory gene would have potential to play a broader role in 
stress tolerance and still a careful appraisal for the selection of the genes is expected 
(Chinnusamy et al. 2004; Sreenivasulu et al. 2007).

4.3 Genomics and Proteomics of Plant–Microbe Coexistence

The ability of microbes to exploit water resources that are less available to plants 
helps in buffering the soil microbial community from stress as during stressed 
physiological conditions these rhizomicrobes enter a state of reduced metabolic 
activity and go for different morphological changes (Kulkarni and Nautiyal 1999). 
At the onset of starvation, a regulatory response leads to the enhanced expression 
of particular metabolic genes and almost all virulence gene of functions such as 
plant cell-wall-degrading enzymes, phytotoxins, ice nucleation activity, exopoly-
saccharide production, and the type III protein secretion machinery of plant patho-
genic bacteria exhibit increased transcription at temperatures well below the 
respective growth optima (Angela et al. 2001).

Several genes have been reported to be up- or down-regulated in response to 
different stresses in PGPR (Fig. 4.1). These genes might generate products either 
directly involved in protection against environmental stress or that play a role in 
stress regulation. Polyols such as glycerol, mannitol, sorbitol, sucrose and quater-
nary ammonium compounds such as glycine betaine, proline, betaine, β-alanine
betaine, choline O-sulphate and the tertiary sulphonium compound dimethylsul-
phoniopropionate are effective osmoprotectants widely distributed in bacteria, 
marine algae and many plant families (Rathinasabapathi 2000). Lee et al. (2005) 
has isolated a novel strain P. stutzeri CJ38, that enabled direct transformation of 
maltose to trehalose and by the introduction of the yeast trehalose-6-phosphate 
synthase (TPS1) gene in tomato showed improved tolerance under drought, salt and 
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oxidative stress suggested that carbohydrate alterations produced by trehalose 
biosynthesis is linked to the stress response and increased tolerance of abiotic 
stress, without decreasing productivity, under both stress and nonstress conditions 
through trehalose biosynthesis (Cortina and Culiáñez-Macià 2005).

Under certain stress conditions local changes in the superhelicity of DNA also 
induce or repress genes both at the level of transcription and translation (Dorman 
1991). Transcriptional profiling of P. aeruginosa grown under steady-state hyper-
osmotic stress conditions showed an up-regulation of 116 and 81 genes at least 
threefold in cells grown in the presence of 0.3 M NaCl and 0.7 M sucrose, respec-
tively. However, 66 genes showed a change in expression of at least threefold in 
response to both stressors 40 of which are associated with virulence factors, encoding 
proteins of a type III secretion system (TTSS), the type III cytotoxins ExoT and 
ExoY, and two ancillary chaperones (Aspedon et al. 2006) (Fig. 4.1).

Heat shock response, a universally conserved stress response is governed by the 
positive transcriptional control of the σ32 (rpoH) polypeptide. Functional genomic 
study of stress tolerance in P. putida by the global mRNA expression studies in 392 
regulated genes showed that 36 genes were differentially expressed more than two-
fold and 32 genes of 23 operons are indispensable in response to abiotic conditions 
(Reva et al. 2006).

Laville et al. (1992) demonstrated that P. fluorescens CHA0 colonizes plant 
roots, produces several secondary metabolites in stationary growth phase, and 
 suppresses a number of plant diseases, including Thielaviopsis basicola-induced
black root rot of tobacco. Mutations in a P. fluorescens gene named gacA (for 
global antibiotic and cyanide control) pleiotropically block the production of the 
secondary metabolites 2,4-diacetylphloroglucinol (Phl), HCN, and pyoluteorin. 
The gacA mutants of strain CHA0 drastically reduced ability to suppress black 
root rot under gnotobiotic conditions, supporting the previous observations that 
the antibiotic Phl and HCN individually contribute to the suppression of black root 
rot. The gacA gene is directly followed by a uvrC gene. Double gacA-uvrC mutations
render P. fluorescens sensitive to UV irradiation. The gacA-uvrC cluster is homol-
ogous to the orf-2 (= uvrY)-uvrC operon of E. coli. The gacA gene specifies 
a trans-active 24-kDa protein. Sequence data indicate that the GacA protein is a 
response regulator in the FixJ/DegU family of two-component regulatory systems. 
Expression of the gacA gene itself was increased in stationary phase. Thus Laville 
et al. (1992) proposed that GacA, perhaps activated by conditions of restricted 
growth, functions as a global regulator of secondary metabolism in P. fluorescens.
Later Schnider et al. (1995) reported that CHA0 produces a variety of secondary 
metabolites, in particular the antibiotics pyoluteorin and 2,4-diacetylphloroglucinol, 
and protects various plants from diseases caused by soilborne pathogenic fungi. 
The rpoD gene encoding the housekeeping sigma factor sigma 70 of P. fluorescens
was sequenced. The deduced RpoD protein showed 83% identity with RpoD of 
P. aeruginosa and 67% identity with RpoD of E. coli. Attempts to inactivate the 
single chromosomal rpoD gene of strain CHA0 were unsuccessful, indicating an 
essential role of this gene. When rpoD was carried by an IncP vector in strain 
CHA0, the production of both antibiotics was increased severalfold and, in parallel, 
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protection of cucumber against disease caused by P. ultimum was improved, in 
comparison with strain CHA0.

At the onset of any stressed conditions bacteria ensure its survival in changing 
environment by its regulatory mechanisms. These regulatory mechanisms which 
make essential contributions to bacterial survival under stressed conditions are the 
alternative sigma factors – RpoS (σS) and RpoE (σ22). In response to starvation for 
carbon, nitrogen, phosphate and amino acids cells leads to enter into stationary 
phase and the global regulator sigma S (rpoS) level induced and resulting in a 
partial reduction of the growth rate. Additional inducing conditions for rpoS are 
hyperosmolarity, high or low temperature, acidic pH and high cell density and 
probably all generate a common intracellular signal. Initially it seemed that a 
reduction or cessation of growth might be a signal. Using an rpoS mutant of a 
cosmopolitan strain P. aeruginosa, Jorgenson et al. (1999) proved that during 
exposure to different stressors such as hydrogen peroxide, high temperature, hyper-
osmolarity, low pH and ethanol, disruption of the rpoS gene resulted in a two- to 
threefold increase in the rate of kill of stationary-phase cells, thus alternative sigma 
factor encoded by the rpoS gene is a general stress response regulator playing 
important role for survival under stressful conditions by controlling the expression 
of genes which confer increased resistance to various stresses. A knockout mutant 
study during exposure to different stressors (hydrogen peroxide, high temperature, 
hyperosmolarity, low pH and ethanol) has proven that rpoS along with some other 
factors regulate the desiccation tolerance in P. aeruginosa (Jorgensen et al. 1999). 
By using rpoS-lacZ fusions studies it has been reported that rpoS transcription 
induced in late exponential phase and reach a peak upon entry into stationary phase 
(Benchamas et al. 2003) and during osmotic upshock rpoS mRNA expression 
remains steady, however the protein levels increase (Henge-Aronis 1996). 
Hulsmann et al. (2003) also reported that rpoS in V. vulnificus is important for 
adaptation to environmental changes and may have a role in virulence. The expres-
sion of rpoS, which encodes an RNA polymerase subunit results in a 30-fold 
induction at the onset of stressors/stationary phase and regulate the expression of 
more than 30 genes simultaneously (Fig. 4.1). Kazmierczak et al. (2005) reported 
that sigma factors provide promoter recognition specificity to the polymerase and 
contribute to DNA strand separation and then they dissociate from RNA polymer-
ase core enzyme following transcription initiation of many genes as the regulon of 
a single sigma factor can be comprised of hundreds of genes, sigma factors provide 
effective mechanisms for simultaneously regulating large numbers of prokaryotic 
genes (Weber et al. 2005). Arden et al. (2006) – by microarray analysis of osmoti-
cally stressed P. aeruginosa – have also showed differential gene expression.

Expression of rpoS also regulates the production of several exoproducts to alter 
their environment for the survival in adverse conditions and to impart a role in 
virulence (Roberson and Firestone 1992; Sledjeski et al. 2001). Bacteria in many 
environments including soil generally live in colonies within a matrix largely com-
posed of extracellular polysaccharides (EPS). During desiccation, maintenance of 
functional cell envelop is also a prerequisite for matric stress adaptation as it is 
exposed to the external environment and is host to various essential metabolic and 
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structural features thus EPS envelope may protect bacteria from drying and fluctua-
tions in water potential. Pseudomonads used to produce alginate as a main constituent 
of EPS towards desiccation and osmotic tolerance and which is controlled by the 
sigma factor AlgU (AlgT) (Keel et al. 2001). Induction of alginate biosynthesis 
genes and the production of alginate only under water-limited conditions, indicate 
that EPS production is a fitness trait for survival in low-water-content habitats. 
Alternatively, dehydration leads to improper folding of the transporters, which in 
turn activates expression of genes for their biosynthesis. Twenty-six genes homo-
logues of P. putida KT2400 genome sequence have been identified for bacterial 
growth and survival in water-limited environments; these are involved in protein 
fate, nutrient or solute acquisition, energy generation, motility, alginate biosynthesis
or cell envelope structure (Nelson et al. 2002).

P. aeruginosa is capable of synthesising polyhydroxyalkanoic acids (PHAs) and 
rhamnolipids, both of which are composed of 3-hydroxydecanoic acids connected 
by ester bonds and synthesising the biofilm matrix polymer alginate. Alginate is a 
biopolymer of D-glucouronic acid and mannouronic acid and is responsible for 
adherence, barrier to phagocytosis and neutralizes the oxygen radical. At normal 
and stress conditions comparison of mRNA concentrations shows difference in the 
expression of algD, the key gene leading to overproduction of alginate. After 
growth on 3% ethanol but not after heat-shock, an increase in algD mRNA levels 
and a corresponding decrease in mucB (a regulatory gene) mRNA levels were 
detected (Edwards and Saunders 2001). An isogenic knock-out mutants study on 
P. aeruginosa PAO1 and the alginate-overproducing P. aeruginosa FRD1 suggested
that PHA biosynthesis and alginate biosynthesis are in competition with respect to 
a common precursor and the PAO1 PHA-negative mutant form a stable biofilm 
with large, distinct and differentiated microcolonies characteristic of alginate-
overproducing strains of P. aeruginosa (Pham et al. 2004).

Alginate gene expression is transcriptionally controlled by a gene cluster at 68 min 
on the chromosome: algT (algU)-mucA-mucB (algN)-mucC (algM)-mucD (algY). 
The algT gene encodes a 22-kDa alternative sigma factor (σ22) that autoregulates its 
own as well as the promoters of algR, algB, and algD and two AlgR-binding sites, 
RB1 and RB2, located far upstream from the algD mRNA start site, are essential for 
the high-level activity of algD (Mohr et al. 1992; Mathee et al. 1997). The rpoS
mutant impaired in transcription of algD showed that GacA play a role in controlling 
alginate production and gene expression during the stationary phase in A. vinelandii
(Castanjeda et al. 2001). Whitchurch et al. (2002b) also stated that AlgR govern the 
fimbrial biogenesis, twitching motility, and biofilm formation in P. aeruginosa. The 
presence of O-acetyl groups plays an important role in the ability of the polymer to 
act as a virulence factor, and the algF, algJ, and algI genes are essential for the 
addition of O-acetyl groups to alginate. Random fusion study with phoA (alkaline 
phosphatase [AP] gene) to algF, algJ, and algI showed alkaline phosphatase activity, 
indicating that both AlgF and AlgJ were exported to the periplasm and AlgI, is an 
integral membrane protein with seven transmembrane domains and they form a 
complex (AlgI-AlgJ-AlgF) in the membrane which acts as a reaction center for 
O-acetylation of alginate (Franklin and Ohman 2002) (Fig. 4.1).
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In P. aeruginosa, the response regulator AlgR is required for transcription of 
algC and algD, which encode key enzymes in the alginate biosynthetic pathway. In 
P. syringae FF5, however, algR is not required for the activation of algD.
Interestingly, algR mutants of P. syringae remain nonmucoid, indicating an unde-
fined role for this response regulator in alginate biosynthesis. AlgC promoter has 
two potential binding sites for AlgR and σ54, the alternative sigma factor encoded 
by rpoN thus AlgR has a positive role in the activation of algC in P. syringae and 
contributes to both virulence, epiphytic fitness and systemic movement (Alejandro 
et al. 2004). Expression analysis revealed that, during mid-logarithmic growth, 
AlgR activated the expression of 58 genes while it repressed the expression of 37 
others, while during stationary phase, it activated expression of 45 genes and 
repression of 14 genes. Thus the new roles for AlgR are that it can repress gene 
transcription, can activate fimTU-pilVWXY1Y2E operon, regulate HCN production, 
and controls the transcription of the putative cbb3-type cytochrome PA1557 
(Lizewski et al. 2004) (Fig. 4.1).

Previous work has shown that functional genomics, in particular DNA microar-
rays and proteomics, provides a powerful tool to study global gene expression in 
bacterial biofilms (Sauer and Camper 2001). Successful colonisation of rhizomi-
crobes includes weakening or destruction of target and competing organisms, 
efficient uptake of low concentrations of nutrients and competition with other cells 
of the same or unrelated species for nutrients and the accumulation of extracellular 
metabolic products, which have a regulatory role on bacterial colonisation. During 
these interactions microbes entering the rhizospheric environment utilize minor, 
non-nutrient components of root exudates as signals to guide their movement 
towards the root surface and elicit changes in gene expression appropriate to the 
complex beneficial associations and maintain themselves in a competitive manner 
on the root system (Kiely et al. 2006). The exact composition of the exudates is 
determined by many factors, including species and nutritional status of the plant, 
soil structure, micronutrient status and plant developmental stage and the exudation 
from plant root is also stimulated by microorganisms and these compounds which 
are mainly exuded by the plant roots promote the bacterial populations from 3- to 
100-fold (Bais et al. 2006). Depending on the exact nature of the compound in the 
root exudates, they may play a role in activation of microbial genes responsible for 
recognition and initiation of symbiotic association, act as an antimicrobial plant 
defense, activate or disrupt key microbial genes responsible for biofilm formation, 
or they may simply act as an easy source of moisture, nutrients, and energy. 
Rhizodeposition of the roots are playing important role in plant growth promotion 
was confirmed by the addition of mucilage to the soil which increased the microbial 
C up to 23% and the number of cultivable bacteria was enhanced by 450%. 
Catabolic (Biolog GN2) and 16 S–23 S intergenic spacer fingerprints exhibited 
significant differences between control and mucilage treatments indicates that 
mucilage can affect both the metabolic and genetic structure of the bacterial 
community (Benizri et al. 2007).

Through transposon mutagenesis, Roberts et al. (2007) reported that mutants 
showing insertion at aceF [encodes the dihydrolipoamide acetyltransferase subunit of 
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the pyruvate dehydrogenase complex (PDHC, enzyme responsible for the conversion 
of pyruvate to acetyl-CoA)] are impaired of rhizosphere colonisation and mainte-
nance of Enterobacter cloacae population density in diverse crop plants.

Many bacteria have evolved sensory transduction systems that utilize diffusible 
signals or “pheromones” to sense and respond to their biotic environment, including 
their own population density (Kaiser and Losick 1993; Salmond et al. 1995; Swift 
et al. 1996; Gray 1997). A two component sensor kinase [ColR/S] is involved in 
the competitive root colonisation ability of P. fluorescens WCS365 in response to 
an environmental stimulus and maintains the cells internal pH, enhance the uptake 
of certain root exudate due to the proton motive force generated by the NADH 
dehydrogenases (Dekkers et al. 1998c) and also involved in chemotaxis towards 
exudate compounds to initiate a high growth rate in the rhizosphere (Dekkers et al. 
1998a). Lambda integrase family of site-specific recombinases [xerC/sss] also 
seems to be essential for colonisation. In certain rhizomicrobes efficient root 
colonisation is linked to their ability to secrete a site-specific recombinase (Dekkers 
et al. 1998b).

Margarita et al. (2002) provided evidence that shows that the lack of NADH 
dehydrogenase I, an enzyme of the aerobic respiratory chain encoded by the nuo
operon, is responsible for the impaired root-colonisation ability of PCL1201. The 
complete sequence of the nuo operon (ranging from nuoA to nuoN) of P.  fluorescens
WCS365 was identified, including the promoter region and a transcriptional termi-
nator consensus sequence downstream of nuoN. It was shown biochemically that 
PCL1201 is lacking NADH dehydrogenase I activity. Since it was assumed that 
low-oxygen conditions were present in the rhizosphere, the activity of the nuo and 
the ndh promoters at different oxygen tensions were analysed. The results showed 
that both promoters are up-regulated by low concentrations of oxygen and that their 
levels of expression vary during growth. By using lacZ as a marker, it was shown 
that both the nuo operon and the ndh gene are expressed in the tomato rhizosphere. 
In contrast to the nuo mutant PCL1201, an ndh mutant of WCS365 appeared not to 
be impaired in competitive root tip colonisation.

Martínez-Granero et al. (2006) has demonstrated that in the biocontrol agent 
P. fluorescens F113, phenotypic variation is mediated by the activity of two 
site-specific recombinases, Sss and XerD. By overexpressing the genes encoding 
either of the recombinases, large numbers of variants (mutants) after selection 
either by prolonged laboratory cultivation or by rhizosphere passage were generated.
All the isolated variants were more motile than the wild-type strain and appear to 
contain mutations in the gacA and/or gacS gene. By disrupting these genes and 
complementation analysis, it was observed that the Gac system regulates swim-
ming motility by a repression pathway. Variants isolated after selection by prolonged
cultivation formed a single population with a swimming motility that was equal to 
the motility of gac mutants, being 150% more motile than the wild type. The motility 
phenotype of these variants was complemented by the cloned gac genes. Variants 
isolated after rhizosphere selection belonged to two different populations: one 
identical to the population isolated after prolonged cultivation and the other 
comprising variants that besides a gac mutation harbored additional mutations 
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conferring higher motility. Results showed that gac mutations are selected both in 
the stationary phase and during rhizosphere colonisation. The enhanced motility 
phenotype is in turn selected during rhizosphere colonisation. Several of these 
highly motile variants were more competitive than the wild-type strain, displacing 
it from the root tip within two weeks.

Certain well-conserved genes in fluorescent Pseudomonas spp. are involved in 
pathogenic interactions between the bacteria and evolutionarily diverse hosts 
including plants, insects and vertebrate animals. One such gene, dsbA, encodes a 
periplasmic disulfide-bond-forming enzyme implicated in the biogenesis of 
exported proteins and cell surface structures. Role of dsbA in P. fluorescens Q8r1-96,
a biological control strain that produces the antibiotic 2,4-diacetylphloroglucinol 
(2,4-DAPG) and is known for its exceptional ability to colonise the roots of wheat 
and pea was elucidated (Mavrodi et al. 2006a). The deduced DsbA protein from 
Q8r1-96 is similar to other predicted thiol:disulfide interchange proteins and 
contains a conserved DsbA catalytic site, a pattern associated with the thioredoxin 
family active site, and a signal peptide and cleavage site. A dsbA mutant of Q8r1-96 
exhibited decreased motility and fluorescence, and altered colony morphology; 
however, it produced more 2,4-DAPG and total phloroglucinol-related compounds 
and was more inhibitory in vitro to the fungal root pathogen Gaeumannomyces
graminis var. tritici than was the parental strain. When introduced separately into a 
natural soil, Q8r1-96 and the dsbA mutant did not differ in their ability to colonise 
the rhizosphere of wheat in greenhouse experiments lasting 12 weeks. However, 
when the two strains were co-inoculated, the parental strain consistently out-
competed the dsbA mutant. It was concluded that dsbA does not contribute to the 
exceptional rhizosphere competence of Q8r1-96, although the dsbA mutation 
reduces competitiveness when the mutant competes with the parental strain in the 
same niche in the rhizosphere. The results also suggest that exoenzymes and mul-
timeric cell surface structures are unlikely to have a critical role in root colonisation 
by this strain (Mavrodi et al. 2006a). Recently, interaction of Pseudomonas spp. 
with various hosts were investigated to determine their contributions to the unusual 
colonisation properties of strain Q8r1-96 (Mavrodi et al. 2006b). Mutants were 
characterized to determine their 2,4-DAPG production, motility, fluorescence, 
colony morphology, exoprotease and hydrogen cyanide (HCN) production, carbon 
and nitrogen utilization, and ability to colonise the rhizosphere of wheat grown in 
natural soil. The data suggested novel functions for two genes, ptsP and orfT, that 
previously were linked with pathogenesis in P. aeruginosa. The ptsP and orfT
mutants of Q8r1-96 did not have nonspecific growth defects in vitro, and the effects 
of the mutations became apparent only when the mutants were tested in the rhizo-
sphere, either individually or in competition with the parental strain. Both genes 
fulfill the criteria for “true” rhizosphere colonisation determinants, and is the first 
report to provide evidence that ptsP is involved in rhizosphere colonisation by 
fluorescent pseudomonads.

Environmental signals through quorum sensing trigger many plant-associated 
bacteria to compete with a diverse community of microorganisms including multi-
cellular differentiation, fruiting body development, and sporulation by a process of 
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signal exchange, which enables bacterial populations to coordinate gene expression 
in rhizosphere competence (Mazzola et al. 1992). At the onset of effective root 
colonisation bacteria goes to phase variation, a regulatory process for DNA rear-
rangements which is orchestrated by site-specific recombinase (Dybvig 1993). 
Urgel et al. (2000) studied some transposon mutants defective in attachment to corn 
seeds and sequence analysis of these mutants showed similarity with genes of 
known functions such as putative surface and membrane proteins, including a 
calcium-binding protein, a hemolysin, a peptide transporter, and a potential multi-
drug efflux pump. The second attachment step requires the synthesis of bacterial 
cellulose fibrils that cause a tight and irreversible binding of the bacteria to the roots
and overexpression of a colonisation gene (with functions in the cell envelope, 
chemotaxis and motility, transport, secretion, DNA metabolism and defense 
mechanism, regulation, energy metabolism, stress, detoxification, and protein 
synthesis) of a rhizobacterium of tomato plant caused an increase in the extent of 
colonisation. Transposon insertion in two overlapping genes with different orienta-
tions, wbpN and tyrB (aromatic amino acid amino transferase) genes, plays a role 
in root colonisation, whose function in lipooligosaccharide synthesis is still 
unknown; a regulatory protein (pyrR) gene and biosynthetic genes (pyrB and pyrC)
of pyrimidine biosynthetic pathway were also defective mutants (Tn5lac) of com-
petitive colonisation (Lugtenberg et al. 2001) and dsbA, encodes a periplasmic 
disulfide- bond-forming enzyme implicated in the biogenesis of exported proteins; 
cell surface structures were also reported as a gene for competitive root colonisa-
tion (Mavrodi et al. 2006a). Recently Rodriguez et al. (2007) also confirmed that 
cyclic glucans, capsular polysaccharide, and cellulose fibrils are involved in the 
phenomenon of root colonisation.

More than 80% of known bacterial species shows motility by means of flagella 
and flagellar motility among bacteria is found as a prerequisite for the movement 
towards favourable conditions and avoiding detrimental factors and it also allows 
the bacteria to compete with other rhizobacteria present in the environment. 
Weger et al. (1987) reported that the flagella are involved in the colonisation of 
the deeper root parts in potato. During flagellar movement bacteria has to expend 
too much of energy and a nuo4 genes coding for the subunits of NADH:ubiqui-
none oxidoreductase, generate a proton motive force to drive ATP synthesis, 
active transport and ATP-dependent rotation of the flagella play an important role 
in root colonisation (Anraku and Gennis 1987; Moens and Vanderleyden 1996). 
Howie et al. (1987) reported through transposon study that the most severely 
impaired colonisation mutants are non-motile mutants and mutants impaired in O-
antigen synthesis (Dekkers et al. 1998c). In addition to motility and attachment, 
O-antigenic side chain of the outer membrane lipopolysaccharides also enhances 
survival of P. fluorescens within tomato root (Duijff et al. 1997). In a steep nutrient 
concentration gradient environment bacterial chemotaxis is thought to play a critical 
role in structuring microbial communities, characterisation of the function of two 
chemotaxis gene clusters (che1 and che2) in R. leguminoserum in controlling motility 
behaviour for effective nodulation also supporting the previous evidences (Miller 
et al. 2007).
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Scher et al. (1988) reported that in wheat and soybean nonmotile mutants of 
Pseudomonas are not impaired in root colonisation and type 4 pili are involved in 
colonisation of both plants and these pili perform competitive root colonisation 
through twitching motility. In P. aeruginosa, type 4 pili mediate the initial contact 
between the bacteria and the epithelial cell surface by driving the locomotion 
through twitching motility and attaching to abiotic surfaces to form biofilms. Once 
rhizobacteria reach a root and are tightly bound to it they colonise the root by their 
ability to maintain and grow on the root system to initiate biofilm formation and 
cytoplasmic Clp protease protein, participates in biofilm formation (O’Toole and 
Kolter 1998). The matrix, which holds bacterial biofilms together, has been pre-
sumed to be derived from lysed cells and is not a important component of biofilm 
structure including exopolysaccharides, proteins, and DNA which bacteria produce 
in substantial quantities through a mechanism independent of cellular lysis and it 
has been confirmed by the treatment of bacterial biofilm to DNaseI (Whitchurch 
2002a). The bacterial cells on the surface of the biofilm are different from the cells 
within the biofilm matrix. The embedded cells behavior can change the thickness 
of the biofilm. The surface cells are metabolically active and large. These surface 
cells divide and increase the thickness of the biofilm. Little oxygen is available to 
the embedded cells, therefore they are smaller and grow slower. The bacteria exist 
in a somewhat dormant state, becoming active when cells in the outer layers are 
killed. Recently, a (mvaT) gene, a negative regulator of cupA (chaperone-usher 
pathway) was shown to be required for biofilm formation on abiotic surfaces 
(Isabelle et al. 2004). Among Gram-positives, B. subtilis is a ubiquitous soil bacte-
rium that forms biofilms in a process that is negatively controlled by the transcrip-
tion factor AbrB and different AbrB-regulated genes. YoaW, a putative secreted 
protein, and SipW, a signal peptidase had a role in biofilm formation (Hamon et al. 
2004). The lipopolysaccharide/exopolysaccharide-coupled biosynthetic genes 
rmlA, rmlC, and xanB are necessary for biofilm formation and twitching motility 
(Huang et al. 2006). A transposon (Tn5luxAB) study of PCL1627 (biosurfactant 
mutant) has shown that heat shock genes (dnaK, dnaJ and grpE) regulate Putisolvin 
biosynthesis at the transcriptional level and is dependent on the GacA/GacS two-
component signaling and the lipopeptides Putisolvin I and II with surfactant activ-
ity, which is induced by the quorum-sensing signals and consequently control 
biofilm formation by P. putida PCL1445 (Kitagawa et al. 1991; Dubern et al. 2006). 
In response to these quorum sensing signals, bacteria interact with plant tissues 
through adhesins including polysaccharides, surface proteins, and the recognition 
of plant produced lectins and their cognate carbohydrates is a common means of 
specificity; the whole process of biofilm development and intimate interactions is 
under the control of cell-cell communication between colonising bacteria. These 
plant-associated biofilms undergo chromosomal rearrangements and are hot spots 
for conjugative plasmid transfer, favored by the close proximity between cells and 
the constant supply of nutrients coming from the plant in the form of exudates or 
leachates (Danhorn and Fuqua 2007).

In the comparison of the protein or transcription profiles of Pseudomonas
spp. employing comparative proteomics, Sauer and Camper (2001) detected 
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45 differentially expressed proteins in biofilms of P. putida ATCC 39168 following 
6 h of attachment, indicating that this strain undergoes a global change in gene 
expression after surface-adherence. Furthermore, the expression rate of 16 proteins 
was changed when planktonic cells were grown in a medium supplemented with 
3-oxo-C12-HSL. Only one protein, the periplasmatic putrescine binding protein 
PotF, was found to be downregulated in biofilm cells as well as in the presence of 
AHL signal-molecules. On the basis of this result it was suggested that QS does not 
play an important role in the initial attachment process. Sauer and Camper (2001) 
studied global changes in the expression profile of intracellular proteins during the 
initial stage of biofilm formation of an AHL-negative P. putida strain. At present 
there is an ongoing debate on whether biofilm differentiation into mature biofilms 
necessarily requires a defined genetic programme or merely constitutes the sum of 
cellular adaptations and growth cycles influenced by the nutrient diffusion condi-
tions in individual communities (Kjelleberg and Molin 2002). As a consequence of 
the latter assumption even global methodologies employing DNA-array technology 
or proteome analyses will hardly be able to define a “universal biofilm regulon”. 
Moreover, as bacterial cells are distributed in a structured biofilm in numerous 
microenvironments with different physiological activities, results can only be consid-
ered as an overlay of gene expression alterations of all occurring sub-populations. 
A dissection and consequent proteome analysis of these sub-populations would 
certainly improve our understanding of the interplay of quorum sensing and sessile 
lifestyle to regulate gene expression in P. putida but is technically very challenging 
as conventional 2-DE requires high amounts of biomass.

Differentially expressed spots were identified by matrix-assisted time of flight 
mass spectrometry (MALDI-TOF MS) and database search in the recently completed
genome sequence of P. putida KT2440 (Nelson et al. 2002). Arevalo-Ferro et al. 
(2005) investigated the impact of QS and biofilm formation on the protein profile 
of surface-associated proteins of P. putida IsoF. This was accomplished by com-
parative proteome analyses of the P. putida wild type IsoF and the QS-deficient 
mutant F117 grown either in planktonic cultures or in 60 h old mature biofilms. 
Differentially expressed proteins were identified by peptide mass fingerprinting and 
database search in the completed P. putida KT2440 genome sequence. The sessile 
life style affected 129 out of 496 surface proteins, suggesting that a significant 
fraction of the bacterial genome is involved in biofilm physiology. In surface-
attached cells 53 out of 484 protein spots were controlled by the QS system, empha-
sizing its importance as global regulator of gene expression in P. putida IsoF. Most 
interestingly, the impact of QS was dependent on whether cells were grown on a 
surface or in suspension; about 50% of the QS controlled proteins identified in 
planktonic cultures were found to be oppositely regulated when the cells were 
grown as biofilms. Of all identified surface-controlled proteins, 57% were also 
regulated by the ppu QS system. The data provide strong evidence that the set of 
QS-regulated proteins overlaps substantially with the set of proteins differentially 
expressed in sessile cells. In fact, the most striking result of comparative proteome 
analysis was the finding that expression of QS-regulated proteins in P. putida IsoF 
is strongly dependent on the life style of the organism.
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4.4 Strategies to Enhance Plant–Microbe Coexistence

Weller’s group has focused on the role of the antifungal metabolite DAPG in 
biological control of soil-borne pathogens by fluorescent Pseudomonas spp. 
(Thomashow and Weller 1996). Genetic studies, modeled after Koch’s postulates, 
demonstrated unequivocally that DAPG plays a major role in the suppression of a 
variety of soil-borne plant pathogens by fluorescent Pseudomonas strains 
(Raaijmakers et al. 1999). They have demonstrated that genotypic diversity within 
a group of antagonistic microorganisms that share a common biocontrol trait has 
great potential for improving biological control. This approach capitalizes on existing 
knowledge concerning mechanisms, while exploiting the differences among strains 
to face the challenges of diverse soil and rhizosphere environments. By matching 
rhizobacterial genotypes with crops or varieties for which they have a colonisation 
preference, root colonisation and biocontrol can be increased without increasing the 
amount of inoculum (Raaijmakers and Weller 2001). The biosynthetic locus for 
2,4-DAPG includes five genes, phlACBDE. phlD, a key gene in the biosynthesis of 
the antibiotic and highly conserved in nature (De La Fuente et al. 2006), is widely 
used for identification of 2,4-DAPG producers. Using molecular fingerprinting by 
BOX-PCR and phlD-RFLP, Weller et al. (2007) have described 22 genotypes. 
A distinction was made between the superior (“premier”) root colonisation of 
strains of certain genotypes, which reach and maintain large population sizes for 
long periods of time, and the “average” colonisation of most rhizobacteria, whose 
rhizosphere populations decline within days or weeks after introduction into the 
soil. For example, D-genotype strains (i.e. Q8r1-96) are premier colonists of wheat 
and pea roots, whereas genotype B and L strains (i.e. Q2-87 and 1M1-96, respec-
tively) are average colonists of these crops. Superior rhizosphere competence is a 
trait that permits a 2,4-DAPG producer to consistently protect roots against 
soilborne pathogens (Weller et al. 2007). Thus the factor(s) responsible for superior 
rhizosphere competence of 2,4-DAPG-producing P. fluorescens belonging to 
certain genotypes on some crops remain(s) elusive and variable colonisation of 
introduced strains remains a major impediment to the widespread use of biocontrol 
agents.

Genomic subtraction is among the best methods currently available for exploring
structural differences between the genomes of closely related bacteria (Straus and 
Ausubel 1990; Lan and Reeves 2000), including fluorescent pseudomonads 
(Schmidt et al. 1998). Thomashow’s group described the application of genomic 
suppressive subtractive hybridization (SSH) (Akopyants et al. 1998; Westbrock-
Wadman et al. 1999) as one approach to identify genes that contribute to the excep-
tional rhizosphere competence of D-genotype strains. DNA sequences present in 
the superior root coloniser P. fluorescens Q8r1-96 but not in the less rhizosphere-
competent strain Q2-87 were cloned, their sequences determined and analyzed, and 
their expression in the rhizosphere and distribution among 29 other 2,4-DAPG-
producing strains representative of 17 different genotypes were assessed. Several 
subtracted fragments distributed primarily among isolates of the D genotype or 
expressed in the rhizosphere were identified as candidates for further analysis 
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(Mavrodi et al. 2002; Landa et al. 2002, 2003). The development of bacterial artificial
chromosome (BAC) systems has allowed the construction of large insert-sized 
DNA libraries (Shizuya et al. 1992). Compared with YAC and cosmid cloning, 
BAC has a lower rate of chimerism and higher efficiency of cloning. It is also easier to 
handle and is more stably maintained. To date, BAC libraries have been constructed in 
many kinds of organisms, e.g. human (Kim et al. 1996), plants (Woo et al. 1994), 
fungi (Nishimura et al. 1998) and bacteria (Dewar et al. 1998) have become a 
powerful tool for genome analysis (Blomberg and Lugtenberg 2001). Because it 
employs large-sized DNA inserts, the BAC system offers the following significant 
advantages for cloning and analysis of bacterial genomes: (i) it requires only a rela-
tively small number of clones to provide complete coverage of the bacterial genome 
and (ii) it facilitates cloning of clustered genes, such as those for certain metabolic 
processes, for secretion, or for pathogenicity (e.g. hrp genes). Such libraries are 
powerful tools for genome analysis, physical mapping, map-based cloning, and 
simple screening for specific genomic sequences because of their low chimeric 
clone formation rates and high cloning efficiency. Moreover, they are easy to 
handle and can be stably maintained. The physical organisation of phytobeneficial 
genes was investigated in the plant growth promoting rhizobacterium A. lipoferum
4VI by hybridization screening of a BAC library (Blaha et al. 2005).

Ryu et al. (2005) have investigated the mechanisms by which PGPR, elicit plant 
growth promotion from the viewpoint of signal transduction pathways within 
plants. Results suggest that elicitation of growth promotion by PGPR in Arabidopsis
is associated with several different signal transduction pathways and that such 
signaling may be different for plants grown in vitro vs in vivo.

Recently Zuo et al. (2007) reported that an ERF transcription factor gene 
(GbERF2) was cloned by suppression subtraction hybridization from sea-island 
cotton after Verticillium dahliae attack. These results show that GbERF2 plays an 
important role in response to ethylene stress and fungal attack in cotton.

Developments in high-throughput DNA sequencing have resulted in elucidation 
of the whole-genome sequences. Current data (as of August 2, 2007 on BLAST 
with microbial genomes 912 bacterial/46 archaeal/139 eukaryotic genomes tree) 
can be obtained from URL NCBI data base (http://www.ncbi.nlm.nih.gov/sutils/
genome table.cgi) data base and references quoted therein). P. fluorescens SBW25 
(PfSBW25) is a Gram-negative bacterium that grows in close association with 
plants. In common with a broad range of functionally similar bacteria it plays an 
important role in the turnover of organic matter and certain isolates can promote 
plant growth. Despite its environmental significance, the causes of its ecological 
success are poorly understood. Gal et al. (2003) described the development and 
application of a simple promoter trapping strategy IVET to identify PfSBW25 
genes showing elevated levels of expression in the sugar beet rhizosphere. A total 
of 25 rhizosphere-induced (rhi) fusions are reported with predicted roles in nutrient 
acquisition, stress responses, biosynthesis of phytohormones and antibiotics.

One of the promises in the genomics era is an improved ability to identify causal 
relationships among genotype, phenotype and the environment, and to do this on a 
genome wide scale. In particular, the advent and dissemination of genomics 
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information and technologies has resulted in the development of several powerful 
new approaches that allow one to simultaneously analyze both the phenotype and 
the genotype of thousands of mutants. Collectively, these tools improve the ability 
to map phenotypic landscapes and develop integrated models connecting genetic 
alterations and their resultant phenotypes. As a result of advances in genomics 
technologies, several techniques now exist that substantially improve researchers 
ability to identify such genes. Metabolic engineers now have the ability using DNA 
micro-arrays to map phenotypic landscapes of considerable genetic diversity, which 
should improve understanding of the relationships that exist among phenotype, 
genotype, and environment. It has became apparent that bacteria of a certain species
living in close association with different plants either as associated rhizosphere 
bacteria or as plant pathogens or symbiotic organisms typically reflect this relation-
ship in their genetic relatedness and is markedly influenced by soil management 
and soil features. Further studies must address the consequences of the co-operation 
between microbes in the rhizosphere under field conditions to assess their ecological 
impacts and biotechnological potential.

4.5 Concluding Remarks and Future Prospects

There are more opportunities available for microbiologists today than at any time 
in the history of the field. Although the microbiological advancements of the last 
century have been profound, a great deal of biology remains to be discovered and 
described through study of the microbial world. Knowledge of microbial diversity 
and function in soils is limited because of the taxonomic and methodological limi-
tations associated with studying these organisms. Although methods to study 
diversity (numerical, taxonomic, and structural) are improving for both bacteria 
and fungi, there is still not a clear association between diversity and function. Even 
if an organism is functionally redundant in one function, chances are it is not redun-
dant in all functions and will have different susceptibilities and tolerances to abiotic 
and biotic stresses. It is generally thought that a diverse population of organisms 
will be more resilient to stress and more capable of adapting with environmental 
changes. Our understanding of plant–soil interactions can be greatly refined 
through the development of “smart” field technology, where real-time, computer-
controlled electronic diagnostic devices can be used to monitor rhizosphere and 
plant health. The maximization of production efficiencies will also involve the 
development of crop cultivars that are bred specifically to capitalize on beneficial 
plant–microbial associations.

The application of molecular tools is enhancing our ability to understand and 
manage the rhizosphere and will lead to new products with improved effectiveness. 
Thus, future research in rhizosphere biology will rely on the development of 
molecular and biotechnological approaches to increase our knowledge of rhizosphere
biology and to achieve an integrated management of soil microbial populations. 
The new tools of recombinant DNA technology, mathematical modeling, and 
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computer technology combined with a continuation of the more classical approaches 
such as crop rotation, various tilling strategies, addition of organic amendments such
as compost, mulch or manures, should quickly open up new ways to harness the 
power of microbes to improve soil, plant, human and the environment health.
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Chapter 5
Belowground Mycorrhizal Endosymbiosis 
and Aboveground Insects: Can Multilevel 
Interactions be Exploited for a Sustainable 
Control of Pests?

Emilio Guerrieri(*ü ) and Maria Cristina Digilio

5.1 Introduction

Terrestrial plants interact with an incredible variety of organisms. Some of these 
interactions are beneficial, some are detrimental; some develop in the aerial part of 
the plant, some at root level. The study of these interactions is a precious source of 
information that could be used to increase plant fitness, especially plant defence 
against insect pests and microbial pathogens.

Until the end of the last century, there had been a dramatic separation between 
research on belowground and aboveground interactions, although it has been possible 
to understand the basic rules of plant responses to beneficial and harmful organisms 
in both of the two “areas”.

In 1980 it was suggested for the first time to investigate plant-insect interactions 
following a multitrophic approach, that is by considering each species as being an 
element of a food chain, having at its base the plant, at the intermediate level the 
complex of herbivore species (consumers) and at the top level the complex of ento-
mophagous species (carnivores) (Price et al. 1980). This milestone paper opened a 
completely new field of investigation, and led, in a relatively short period of time, 
to the identification of unexpected mechanisms that regulate plant defences against 
insects (Fig. 5.1). In fact, along with the well known physical (e.g. thorns) and 
chemical (e.g. anti-feedant and toxic compounds) defences that directly affect the 
development and the reproduction of an invading insect, it has been demonstrated 
that plants can indirectly reduce the populations of herbivore insects by recruiting 
or enhancing the efficiency of natural enemies, either predators (e.g. ladybirds) 
and/or parasitoids (e.g. Ichneumonidea and Chalcidoidea wasps). This is accom-
plished through the production/release of attracting volatile organic compounds 
(VOC), by supplying food (such as extra floral nectars) or by providing shelter 
(e.g. domatia) to entomophagous species (Agrawal and Karban 1997; Dicke et al. 
2003, Wäckers et al. 2005).
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In many cases, plant defences, either direct or indirect, are activated only following 
herbivore damage, and for this reason they are referred to as induced, to distinguish 
them from constitutive defences that are always expressed, independently of herbivore 
attack (Agrawal et al. 1999 and references therein). It is documented that induced 
defences have a lower metabolic cost for the plant (Zangerl 2003) compared to con-
stitutive ones, but they always need some plant damage to be activated; hence some-
times they can be economically inefficient. Nonetheless, the metabolic cost 
associated with induced defences is exacted only if pest attack occurs and can thus 
be less than that involved in constitutive defences (Simms and Fritz 1990). However, 
little is known about the ecological costs of induced defences that may include an 
increased susceptibility to untargeted herbivores (Cipollini et al. 2003).

The study of VOC that are attractive towards the natural enemies of insect pests 
has been one of the main research topics of agricultural entomology and biological 
control from the beginning of the 1990s (Vet and Dicke 1992). The theory predicted 
that for natural enemies of herbivore insects, the use of herbivore-induced VOC to 
locate their hosts/preys represents a winning strategy because they are both highly 
detectable and reliable (Vet and Dicke 1992). In any agricultural and forestry ecosys-
tem the plant biomass is dominant; hence plant VOC are produced in large quantities 
that are easily detected by insect antennae. The release of such compounds in 
response to herbivore feeding activity makes them highly reliable for a natural enemy, 
given that there is a selective pressure on herbivore populations towards a strong 
reduction of the emission of individual (colony) odours (Vet and Dicke 1992).
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Fig. 5.1 Plant-defences against herbivore insects. Indirect defences are represented as the emis-
sion of VOC (+) attractive towards a parasitoid wasp
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So far, volatile compounds involved in these multitrophic interactions have been 
characterized in several herbaceous (e.g. Turlings et al. 1991; Birkett et al. 2003) 
and perennial systems (e.g. Scutareanu et al. 1997). This has led to the identifica-
tion of insect elicitors (Mattiacci et al. 1995; Alborn et al. 1997), of metabolic 
pathways induced by plant damage (Walling 2000 and references therein; Schaller 
et al. 2005 and references therein), and most recently of the genes regulating the 
production/release of these semiochemicals (Schnee et al. 2006).

The time that the plant needs to activate the induced defences depends on the 
feeding habit of the invading herbivore. In this view, insects are usually divided 
into two main groups: chewers and suckers. Feeding larvae of Lepidoptera and 
Coleoptera are typical chewers, whose activity is always associated to a massive 
mechanical damage to plant tissues. Conversely, sap feeders like aphids and 
whiteflies, or cell-content feeders like thrips and spider mites, all belong to suckers, 
which cause low or null mechanical damage to infested tissues. As a consequence, 
evidence of plant response to chewers in terms of semiochemical production can be 
recorded in hours from the beginning of the attack (Turlings et al. 1998), whilst 
days are needed in the case of sap feeders (Guerrieri et al. 1999).

Interestingly, common patterns of plant responses to herbivore insects have 
been found regardless of the site of interaction. For example, maize root exudates 
released in response to the attack of a beetle (Diabrotica virgifera) selectively 
guide a parasitic nematode of this pest (Heterorhabditis megidis) to its host 
larvae (Rasmann et al. 2005). One of the compounds involved in this attractive-
ness was the terpene E-ß-caryophyllene that, in a different multitrophic system, 
is released by the aerial part of the plant in response to the attack/oviposition by 
a bug pest (Nezara viridula), and showed a similar attractive function towards the 
egg-parasitoid (Trissolcus basalis) of this pest (Colazza et al. 2004). More 
recently, this compound has been proved to regulate the flight behaviour of the 
aphid parasitoid Aphidius ervi towards tomato plants infested by aphids (Sasso 
et al. 2007).

Nonetheless, it has been demonstrated that plant responses to herbivores, 
regardless of the site of interaction, are usually systemic and thus their effects can 
also be recorded in the undamaged parts of the plant (Turlings and Tumlinson 
1992; Rose et al. 1996; Guerrieri et al. 1999; Soler et al. 2007). These findings, 
along with the consideration that plants often suffer multiple attacks by different 
organisms, prompted a series of investigations where the plant was considered as a 
living connection between the two separated environments. Hence, the hypothesis 
was formulated that there could be a mutual influence between organisms living 
belowground and those living aboveground (Rillig 2004; Wardle et al. 2004; 
Bezemer et al. 2005).

Arbuscular mycorrhizal fungi (AMF, phylum Glomeromycota) are among the 
most common microbial organisms in the soil, constituting endotrophic symbiotic 
associations with plant roots (Arbuscular Mycorrhizae, AM) reported for approxi-
mately 80% of vascular land plants. This symbiosis is considered a crucial factor 
for most terrestrial ecosystems and has a high potential of application to plant 
production and defence (Smith and Read 1997).
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There are several advantages that the plant experiences from AM symbiosis, 
including phosphate and other nutrients supply (Marschner and Dell 1994; Harrison 
and van Buuren 1995, Joner et al. 2000; Hodge et al. 2001) especially in phosphorus-
deficient soils, a better resistance to drought (Augè 2001) and a significant higher 
degree of bioprotection against various pathogens, including nematodes (Pinochet 
et al. 1996; Borowicz 2006 and references therein), fungi (Azcón-Aguilar and 
Barea 1997; Borowicz 2001; Fritz et al. 2006) and even insect pests (Guerrieri 
et al. 2004). A positive effect of AM fungi on soil structure has been indicated, 
making them a key component of sustainable agriculture (Johanson et al. 2004; van 
der Heijden et al. 2006). There is also evidence that defence responses induced by 
AM are systemic (see Liu et al. 2007 and references therein), thus indicating these 
symbioses as potential candidates for corroborating the hypothesis of mutual 
belowground-aboveground interactions.

Many parameters affect the final outcome of belowground AM symbiosis, one 
being the species-specificity of several plant-fungal associations (Kendrick 1992; 
Klironomos 2000). For example, by using a molecular approach it has been 
demonstrated that co-occurring grass species associate with a non-random set of 
AMF (Bever et al. 1996; Vandenkoornhuyse et al. 2003). Even on the same plant 
species, interesting differences in a number of physiological traits emerged by 
comparing different species/isolates of AMF (Hart and Reader 2002), leading to 
differences in the effects on plant physiology and growth (Klironomos 2003). 
Similarly, it has been recently demonstrated that the presence and the identity of 
AMF has a direct influence on the competitiveness between legume crops and 
weeds (Scheublin et al. 2007). On the other hand, the presence of plant growth 
promoting rhizobacteria (PGPR) seems to play a role in the outcome of plant-AM 
interaction (Filion et al. 1999; Gamalero et al. 2004 and references therein).

For all these reasons, it is not surprising that biological, genetic and chemical 
aspects of AM symbiosis have been thoroughly investigated (Franken and Requena 
2001; Strack et al. 2003; Rillig 2004; Balestrini and Lanfranco 2006).

In this chapter we will focus on the mutual influence between aboveground 
insects and belowground AM fungi as mediated by the plant, indicating the outcome
and the main parameters that regulate the top-down and bottom-up effects. We will 
also examine how modern techniques can be used to characterize these multilevel 
interactions as well as the signal-transduction pathways that are involved, indicating 
the possible cross-talk between them. Finally, we will discuss how the thorough 
characterization of these multilevel interactions among AM symbiosis, herbivore 
insects and their natural enemies, can be used in the postulation of novel and 
sustainable strategies to control insect pests.

5.2 The Effect of Aboveground Herbivory on AM Symbiosis

It is not always simple to separate clearly the top-down from the bottom-up effects 
during a contemporary presence of herbivore insects and AMF on the same plant, 
especially in long-term interactions. It is probably for this reason that so far, only 
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two mycorrhizal systems have been deeply investigated to assess the influence of a 
herbivore insect on the development of the fungal symbiont (Gange et al. 2002; 
Wamberg et al. 2003), whilst several papers have been published in which above-
ground damage was performed by vertebrate species or simulated by artificial 
clipping (reviewed by Ghering and Whitham 2002; Klironomos et al. 2004).

Following initial observations carried out in 1997, Gange and collaborators 
examined the influence of the leaf-chewing caterpillar Arctia caja (Lepidoptera) on 
root colonization of Plantago lanceolata by Glomus intraradices through both 
laboratory and field experiments (Gange and Bower 1997; Gange et al. 2002). In 
the laboratory, the feeding activity of the lepidopteran larvae nearly halved the levels 
of AM colonization, although this effect was reached after five events of defolia-
tion. Similarly, in manipulative field experiments that included selective applications
of insecticide and fungicide, a negative interaction between A. caja attack and G.
intraradices colonization was recorded. The authors hypothesised that in this 
system the mycorrhizal symbiont suffered of the reduction of nutritive compounds 
following severe herbivory by insect chewers (Gange et al. 2002).

More recently, in a detailed study on pea plants, it was demonstrated that the 
effect of aboveground insect herbivory on root colonization by the same AMF 
species (G. intraradices) changes in relation to the physiological status of the plant 
(Wamberg et al. 2003). More precisely, the feeding activity by adult weevils of 
Sitona lineatus induced a marked increase of root colonization by G. intraradices
during the nutrient acquisition phase, whilst the reverse was recorded during the 
reproductive phase of the plant (Wamberg et al. 2003). It was theorized that, during 
the vegetative phase (days 0–25), the plant compensates the loss of nutrients due to 
herbivory by investing on roots, i.e. by transferring more carbon belowground, that 
is exploited by AM symbiosis. During a later reproductive phase (from day 30 
onwards), the plant transfers more resources to flowers and seeds; hence, there is a 
lack of carbon to be sent to roots and this leads to a progressive reduction of AM 
colonization (Wamberg et al. 2003).

A further piece of knowledge to the puzzle of top-down effects of aboveground 
herbivory on AM colonization has been recently added by Klironomos et al. 
(2004), although no living organism but artificial clipping was used to cause foliar 
damage to Bromus plants. In this study, it was demonstrated that the extent of the 
clipping effect was dependent on which fungal species was associated with the 
plant (Klironomos et al. 2004). The authors concluded that it is extremely important 
to know the composition of fungal inoculum because the response of individual 
AMF monocultures cannot be used to predict the response of multi-species AMF 
assemblages (van der Heijden et al. 1998a,b). In other words, the latter is neither a 
linear function of single AMF species responses nor a mirror of the most responsive 
AM fungal species. In this study, it was also demonstrated that there could be quali-
tative effects of aboveground stresses on AM development other than, or along 
with, quantitative ones. In this view, many other parameters (i.e. vesicular coloni-
zation, arbuscular colonization, extraradical hyphal length) must be measured in 
addition to the most commonly used “root length colonised” (percent AMF coloni-
zation × root length), because phenological changes in AMF do not necessarily 
occur in all mycorrhizal structures at the same time (Klironomos et al. 2004).
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In a wider perspective, given the general negative influence of insect herbivory 
on the AM symbiosis, it cannot be excluded that in agricultural ecosystems at least 
a part of the “product losses” referred to insects are in fact caused by a reduction 
of AM symbiosis.

Finally, it must be noted that all the studies about the effect of aboveground 
herbivory on AM colonization have considered plant damage as caused exclusively 
by chewers, either insects or vertebrates (including artificial clipping). As a conse-
quence, it remains completely unexplored whether feeding activity by aboveground 
insect suckers, e.g. aphids and whiteflies, has or has not consequences on the 
development/colonization by AMF.

5.3  The Effect of AM Symbiosis on Plant Direct Defences 
Against Herbivore Insects

Plant induced defences can turn into resistance against herbivores through either a 
compensating replacement of damaged tissues (tolerance) or a reduction of the 
herbivore’s fitness (true resistance). In other words, the metabolic pathways involved 
in plant resistance belong to either primary or secondary metabolism of the plant.

The larger availability of soil nutrients, in particular of P, N and K, delivered to 
plant roots by AM fungi (Marschner and Dell 1994; Joner et al. 2000; Hodge et al. 
2001), could be the ideal pre-requisite for an induced tolerance response by mycor-
rhizal plants towards herbivore insects, especially chewers (McNaughton and 
Chapin 1985).

So far, only two detailed studies, both involving plant chewers, have investi-
gated this possibility with different results. Borowicz (1997) indicated that the 
presence of the AM fungus Glomus etunicatum did not change the tolerance level 
of soybean plants towards the Mexican bean beetle Epilachna varivestis. More 
recently, a different outcome of mycorrhizal influence on the tolerance of prairie 
plants towards grasshoppers was reported (Kula et al. 2005). In this study, root colo-
nization of eight prairie plant species by a complex mix of AM fungi (including 
several species of Glomus) resulted in a compensatory regrowth after defoliation by 
the grasshopper Melanoplus bivittatus (Kula et al. 2005). In particular, the total 
aboveground plant biomass of mycorrhizal plants was nearly double the biomass 
production of non-mycorrhizal plants after they have been grazed by grasshoppers. 
This result was due principally to the response of two dominant C

4
 grass species 

(Kula et al. 2005). It is not possible to compare the results of these two studies 
because they have been recorded in two completely different multitrophic systems. 
However, in the prairie experiments, the higher number of possible combinations 
between plant and mycorrhizal fungi species or a synergistic effect of “multiple 
partners” could have played a role in the final tolerance response towards the 
herbivore insect (van der Heijden 1998a,b).

In contrast, quite a few studies have investigated the effect of belowground AM 
symbiosis on plant true resistance towards aboveground herbivores, with results 
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that pointed out the extreme complexity of these interactions. However, a general 
trend of negative impact of AM on chewer insect performances has been 
indicated.

In a pioneering paper, Rabin and Pacovsky (1985) reported a slower develop-
ment and a lower weight at pupation in both Spodoptera fungiperda and Helicoverpa 
zea fed on excised leaves of soybean plants colonized by the AM fungus Glomus
fasciculatum, in respect of larvae fed with leaves coming from P-fertilized plants. 
The authors then concluded that a true resistance response was induced by AM 
symbiosis in soybean plants (Rabin and Pacovsky 1985). Surprisingly, these results 
were not confirmed later on by Borowicz (1997), who investigated the effect of 
AM symbiosis on soybean resistance towards the Mexican beetle Epilachna 
varivestis. In fact, the presence of G. etunicatum, associated with low-P-fertilizer, 
resulted in higher larval mass and pupation rate of the herbivore (Borowicz 1997). 
In order to understand whether it is the species specificity of AM-plant interaction 
that plays a key role in the soybean response to chewers (see Sanders 2002 and 
references therein), it would be extremely interesting to cross test the development 
of E. varivestis on excised leaves of soybean plants colonised by G. fasciculatum,
as well as the response of both S. fungiperda and H. zea when reared on soybean 
plants colonized by G. etunicatum and grown at low level of P-fertilizer. However, 
it must be noted that Epilachna feeds in a completely different way from Spodoptera
(and Helicoverpa), and this can influence the plant response. The former usually 
scratches the leaf surface to feed on plant juices, more or less like thrips (Thripidae) 
whilst Spodoptera ingests plant tissues by using its powerful mandibles.

The same negative effect on the resistance of Lotus corniculatus towards a 
chewer insect, the common blue butterfly Polymmatus icarus, was reported by 
Goverde et al. (2000). However, a species-specific effect of AM fungus on herbivore 
fitness was demonstrated in this system (Goverde et al. 2000), as it was for the plant 
Leucanthemum vulgare and the leaf-miner Chromatomyia syngensiae (Diptera: 
Agromyzidae) in laboratory tests (Gange et al. 2003).

In detail, the percentage of plant leaves that were mined by the fly significantly 
varied with the AM fungal species considered, with the association Glomus 
caledonium+G. fasciculatum inducing the highest rate of attack and G. caledonium+G. 
fasciculatum+G. mosseae the lowest (Gange et al. 2003). Conversely, the theory of 
species specificity of plant-fungal associations did not apply to strawberry, where 
both root-feeding larvae and shoot-feeding adults of the black vine weevil 
(Otiorrhyncus sulcatus) were negatively affected by the presence of either Glomus 
mosseae or G. fasciculatum (Gange 2001). Similarly, the thistle gall fly was reported 
to reduce its performances, in terms of number of galls/plant and average weight of 
larvae, on mycorrhizal Cirsium arvense plants (Gange and Nice 1997).

An interesting link between the physiological state of the plant and the effect of 
AM plant on leaf-chewing insects has been reported for pea plants colonised by 
Glomus intraradices and attacked by adult weevils (Sitona lineatus) (Wamberg et al.
2003). During the vegetative phase (days 0–25) there was no difference in the range 
of leaf damage by chewing insects whilst a drastic reduction of S. lineatus attack 
was recorded during the reproductive phase (from day 30 onward). The authors 
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hypothesised that the translocation of nutrients and carbon to the reproductive 
organs leads to a decrease of leaf quality, which in turn hampers herbivore attack 
(Wamberg et al. 2003).

Finally, field experiments with natural occurring populations of AM, shaped by 
means of application of fungicides, confirmed the trend of a negative effect of 
endomycorrhizal symbiosis on chewing insects, an outcome that resulted perma-
nent on Plantago lanceolata attacked by Arctia caja (Lepidoptera) (Gange and 
West 1994) and transient on eucalyptus trees attacked by unidentified geometrid 
larvae (Lepidoptera) (Gange et al. 2005).

There are many possible explanations for these contrasting results, one being the 
repeatedly cited species specificity of different AM-plant associations effects. 
However, two more hypotheses have been formulated to justify either a positive or 
a negative influence of the mycorrhizal symbiosis on the performances of chewers, 
both based on the chemical alterations occurring in colonised plants. A detrimental 
effect on chewer development can be related to the production of toxic compounds 
induced by AM symbiosis, such as phenolics (Morandi 1996), terpenoids (Peipp 
et al. 1997) and isoflavonoids (Vierheilig et al. 1998). All these compounds are 
known to belong to the plant battery of defensive substances whose production is 
often associated to herbivore attack (Mullin et al. 1991; Dakora 1995). Conversely, 
the nutritional theory predicts that mycorrhizal plants are qualitatively (and often 
quantitatively) better that non-mycorrhizal ones, thus providing a better food for 
herbivores that results in better performances.

A contrasting scenario has been reported for the resistance response towards sap 
feeders induced in plant by AM symbiosis. This is probably due to the scarcity of 
studies, namely five, that have investigated this interaction (Pacovsky et al. 1985; 
Gange and West 1994; Gange et al. 1999; Guerrieri et al. 2004; Wurst et al. 2004).

Pacovsky et al. (1985) found no effect of colonization by Glomus fasciculatum
on the reproduction of the aphid Schizaphis graminum developing on sorghum. In 
the field, with natural occurring populations of AM fungi, all the biological 
parameters considered (i.e. weight, embryo number and their development) of the 
generalist aphid species Myzus persicae on Plantago lanceolata were positively 
affected by the symbiosis (Gange and West 1994). These results were partially 
confirmed in a subsequent laboratory bioassay in which the same plant, two aphid 
species (M. persicae and M. ascalonicus) and a single symbiotic fungus (Glomus
intraradices) were tested (Gange et al. 1999). In a more recent study on the same 
multitrophic system, the development time of M. persicae on P. lanceolata was 
delayed in the presence of the AM fungus Glomus intraradices, but was accelerated 
in the presence of both AM and earthworms (Wurst et al. 2004). Moreover, no 
effect of either AM or earthworms on aphid reproduction was recorded, and this 
was in clear contrast with the results of previous studies on the same system (Gange 
and West 1994; Gange et al. 1999). The sole difference between the two studies 
was the sterilization of the soil in the more recent one that could have mobilized 
more nutrients, thus attenuating the effects of either AM or earthworms on plant 
responses (Wurst et al. 2004).
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In accordance with Wurst et al. 2004, Guerrieri et al. (2004) found that tomato 
plants colonised by the AM fungus Glomus mosseae became more resistant to the 
aphid Macrosiphum euphorbiae with respect to non-mycorrhizal plants, with only 
16% of aphids reaching the adult stage and about 8% reproducing. One possible 
reason for this negative effect of mycorrhizae on aphid development is the synthe-
sis of toxic compounds induced by AM in tomato plants that are known to be very 
rich in substances with defensive properties. However, another intriguing hypothe-
sis can be formulated. It is known that in tomato, the aphid M. euphorbiae and the 
fungal pathogen Phytophtora infestans have similar effects on the expression of 
genes associated with plant defences, namely P4 and LOX (Fidantsef et al. 1999) 
in accordance with modern theories that compare hemipteran herbivores (suborder 
Sternorrhyncha, including aphids, whiteflies, psyllids and scale insects) to plant 
pathogens (Kaloshian and Walling 2005). Also AM fungi do elicit a defensive 
response during the initial colonization, although this was noted to decline or to be 
subsequently downregulated as the symbiosis developed (Vierheilig 2004; Harrison 
2005). However, this decline was not observed in the noncolonized regions of the 
root (Harrison and Dixon 1994).

5.4  The Effect of AM Symbiosis on Plant Indirect 
Defences Against Herbivore Insects

The possible interactions between AM symbiosis and the attraction of natural 
enemies of herbivore insects have been investigated by Guerrieri et al. (2004) 
(Fig. 5.2).

In the above-mentioned paper a multidisciplinary approach was followed by 
integrating the expertise of plant biologists, chemists and entomologists. In wind 
tunnel bioassays, the authors demonstrated that, in tomato plants, mycorrhizal sym-
biosis and aphid infestation produced similar results in terms of attractiveness 
towards an insect parasitoid, namely, the parasitic wasp Aphidius ervi, one of the 
most effective and studied natural enemies of the potato and tomato aphid 
(Macrosiphum euphorbiae)(Guerrieri et al. 1993, 1997, 1999, 2002). In detail, 
tomato plants colonised by the AM fungus Glomus mosseae became significantly 
more attractive towards A. ervi than control, non-mycorrhizal plants in complete 
absence of aphid infestation. Moreover, the percentage of female wasps landing on 
mycorrhizal plants was comparable to that recorded for tomato plants infested by 
M. euphorbiae. It was hypothesised that the possible basis of this similarity could 
be in the genes that are induced by both M. euphorbiae infestation and Glomus
mosseae colonization (Guerrieri et al. 2004). A first step towards the characteriza-
tion of tomato responses in terms of attractiveness towards parasitic wasps has 
recently led to the identification of the VOC released in response to aphid attack 
(Sasso et al. 2007). In accordance with other studies about tomato response to 
different herbivore species (Kant et al. 2004 and references therein), the differences 
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recorded between the emissions collected from uninfested and aphid-infested 
plants were only quantitative. Among the identified compounds whose release 
significantly increased following aphid attack, several terpenes, i.e. α-pinene, 
E-ß-ocimene and E-ß-caryophyllene, and methyl salicylate, were found to be 
involved in the long-range attractiveness of A. ervi. The identification of VOC 
released by tomato plants colonised by G. mosseae is currently in process and will 
help in understanding whether aphids and mycorrhizal fungi activate similar path-
ways of response (Guerrieri et al., in preparation).

The effect of mycorrhizal symbiosis on the final percentage of parasitism has been 
investigated in both field and laboratory tests by Gange et al. (2003). As reported for 
the attack rate by the leaf-miner Chromatomyia syngensiae (Diptera: Agromyzidae) 
on Leucanthemum vulgare (see above), in laboratory experiments the parasitism rate 
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Fig. 5.2 Outcome of belowground-aboveground interactions in a multitrophic system. (+) indi-
cates a positive interaction; (−) indicates a negative interaction (see text for explanation)
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by Digliphus isaea (Hymenoptera: Eulophidae) was shown to be dependent on the 
AM fungal species involved (Gange et al. 2003). More precisely, mines on plants 
colonised with the single inoculum of Glomus fasciculatum suffered the highest rate 
of parasitism, whilst the inoculum of G. mosseae alone or together with G. fasciculatum
caused a highly significant reduction in the parasitism rate (Gange et al. 2003). One 
possible explanation of these negative associations could have been the different plant 
response to diverse AMF species, in terms of growth and number of leaves that in turn 
could have affected the searching efficiency by an insect parasitoid (Cloyd and Sadof 
2000). For example, the colonization by G. mosseae alone resulted in the highest 
number of leaves in L. vulgare plants, even though this was not associated to the lowest 
percentages of leaves mined, thus suggesting the existence of other mechanisms regu-
lating these interactions (Gange et al. 2003).

5.5  Signal-Transduction Pathways Involved in Plant 
Response to AM and to Herbivore Insects

Induced responses to insects and pathogens rely on the circulation of signal mole-
cules that alert the plant and eventually protect it from further attacks. Two sets of 
responses that regulate plant resistance have jasmonic acid (JA) and salicylic acid 
(SA) as key signal components (Fig. 5.3) (see Agrawal et al. 1999 and references 
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therein). There is evidence that the JA pathway is mainly triggered by insects and 
heavy mechanical wounding of plant tissues whilst SA is switched on by pathogen 
infection.

Membrane disruption and liberation of lipids constitute the initial substrate of 
the octadecanoid pathway that starts with the production of linolenic and linoleic 
acids released from plastidial membranes by phospholypases and catabolized by 
enzymatic and nonenzymatic reactions to produce a set of oxygenated lipids (oxyli-
pins), including JA and its methyl ester (MeJA) (Fig. 5.3) (see Schaller et al. 2005 
and the entire special issue of J Plant Growth Regul 2005, volume 23, number 3). 
Circulation of JA induces the accumulation of proteinase inhibitors, polyphenol 
oxidase, and steroid glicoalkaloids, making the plant more resistant to further 
attacks by insects (Staswick and Lehman 1999). The activation of the octadecanoid 
pathway coordinates the contemporary release of VOC (terpenes, aldehydes and 
alcohols) that are known to be involved in the attractiveness of natural enemies of 
insect pests (Birkett et al. 2000; Thaler 2000).

The biosynthetic pathway of SA appears to begin with the conversion of the 
amino acid phenylalanine to E-cinnamic acid (E-CA) catalysed by phenylalanine 
ammonia lyase (PAL) (Fig. 5.3). The conversion of E-CA into SA proceeds via 
chain shortening to produce benzoic acid (BA), followed by hydroxylation to derive 
SA. The accumulation of SA is required for the induction of the systemic acquired 
resistance (SAR) which provides a protection against plant diseases (Ryals et al. 
1996; Gozzo 2003 and references therein).

However, more recently it has been demonstrated that plant response towards 
invading organisms is far more complicated than this simplistic scenario. For example,
insect suckers like aphids, whose intercellular stylets produce little or no mechanical 
damage, are perceived by the plant as if they were pathogens, which causes a 
concomitant activation of both SA and JA (Kaloshian and Walling 2005). In tomato 
it has been demonstrated that the attack of Macrosiphum euphorbiae or Myzus 
persicae induces the expression of both LOX that is correlated to JA pathway and 
pathogen related protein P4 that is linked to the activation of a SAR response 
following the accumulation of SA (Fidantsef et al. 1999).

The peculiarity of plant response to sap feeders can also be seen in the composi-
tion of volatiles released by plants attacked by aphids. In soybean and tomato, 
among the few compounds whose production is significantly higher in respect to 
that of uninfested plants, there are methyl salicylate, the volatile ester of SA, and 
several terpenes from the octadecanoid pathway (Zhu and Park 2005; Sasso et al. 
2007). These findings confirm previous observations carried out on different systems, 
underlining the role of JA on direct and indirect defences against sap feeders (Birkett 
et al. 2000; Thaler 2000; Cooper and Goggin 2005) and have been recently 
reinforced by using tomato mutants (Corrado et al. 2007).

Recent evidence on the variegated role of jasmonates in plant responses have 
been reported (Peña-Cortés et al. 2005). In the model plant Arabidopsis, mutants 
defective in JA related processes showed susceptibility to normally non-pathogenic 
soil-borne oomycetes of the genus Pythium, increased susceptibility to Fusarium
oxysporum, Alternaria brassicola and Botrytis cynerea and to the bacterial leaf 
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pathogen Erwinia carotovora, as well as impairment of induced resistance against 
Cucumber mosaic virus (CMV) (Pozo et al. 2005). In accordance with these 
findings, several cases of increased resistance towards pathogens have been demon-
strated in plants overexpressing JA related proteins (see Pozo et al. 2005 and 
references therein).

More interestingly, there is evidence that the recognition and the control of the 
intimate symbioses, such as AM and Rhizobium, involve the defence-related 
pathways. For example, it has been reported that treatments with JA significantly 
increased the percentage of AM infected root length and speeded up the process 
of colonization by Glomus inoculum in Allium sativum plants (Regvar et al. 
1996). Moreover, the synergistic effect of AM+JA resulted in a greater shoot 
length and fresh weight in respect to either non-treated or non-inoculated plants 
(Regvar et al. 1996).

These findings were confirmed and reinforced later on by Hause et al. (2002). 
By following a molecular approach, these authors elegantly demonstrated that in 
barley roots the process of mycorrhization by Glomus intraradices is associated to 
a fivefold accumulation of endogenous jasmonates, as demonstrated by transcripts 
of AOS (see Fig. 5.3) and JIP23, a 23-kD protein that accumulates in barley leaves 
following JA treatment (Hause et al. 2002). The authors also demonstrated that 
transcripts and proteins of these two genes accumulate within arbuscule-containing 
cells, thus inferring a causal link to mycorrhization (Hause et al. 2002).

It must be noted that the bacterial phytotoxin coratine also elicits the expression 
of jasmonate-induced proteins in tomato (see Mithöfer et al. 2005 and references 
therein).

The increased attractiveness of mycorrhizal tomato towards the aphid parasitoid 
Aphidius ervi reported by Guerrieri et al. (2004) could represent a further demon-
stration of JA involvement in AM symbiosis. However, only the characterization of 
volatile compounds released by mycorrhizal tomato and their comparison with 
those released by aphid infested tomato could shed light on these intriguing interac-
tions (Guerrieri et al., in preparation).

Far more complicated is the scenario in cases of multiple interactions such as 
those involving the contemporary presence of microbes (beneficial and/or 
pathogens) and insects. There have been a few studies investigating the possible 
cross-talk between JA and SA metabolic pathways in response to multiple “elicita-
tion” on both model and agricultural plants (Kunkel and Brooks 2002; Thaler et al. 
2002a,b; Glazebrook et al. 2003). Although it appears that the interaction between 
these two pathways is complex, there is evidence that in the majority of cases it 
results in a mutual antagonism (Gupta et al. 2000). For example, in tomato plants, 
SA and its related compound acetyl salicylic acid (ASA) have been shown not only 
to inhibit proteinase inhibitor synthesis induced by wounding and oligouronides 
(Doherty et al. 1988) and by linolenic acid (Peña-Cortés et al. 1993), but also to 
impair all the induced defensive mechanism based on JA and on the tomato 
hormone systemin (Doares et al. 1995). These SA effects have been reported to act 
at different sites of plant responses, either along the octadecanoid pathway (Fig. 5.3),
thus stopping JA synthesis, or immediately after it, thus blocking the transcription 
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of defensive genes (Doherty et al. 1988; Peña-Cortés et al. 1993; Doares et al. 
1995). Similarly, it has been demonstrated that, in tobacco plants, JA inhibits the 
expression of SA-dependent genes encoding for pathogenesis-related (PR) proteins 
(Niki et al. 1998).

The same antagonism between SA and JA pathways has been further demon-
strated in the model plant Arabidopsis thaliana. For example, eds4 and pad4
mutants, who are impaired in SA accumulation, exhibit enhanced responses to 
inducers of JA-dependent gene expression (Gupta et al. 2000). However, there are 
many parameters to be considered while assessing the final outcome of SA and JA 
interaction on plant defences against insect pests and pathogens. For example, 
concentration, timing of elicitation and life style of plant parasites all play a key 
role on tomato plant defensive performances (Thaler et al. 2002a,b). By using 
chemical elicitors, such as the SA functional analogue benzothiodiazole (BTH) and 
JA, these authors demonstrated that SA pathway had a stronger effect on JA pathway 
than did the reverse. Moreover, the negative interaction in the biochemical expres-
sion of the two pathways was most consistent in the case of simultaneous elicitation 
compared to when a two-day time lag passed between the applications of single 
elicitors. Interestingly, the application of BTH and JA at low concentration 
produced inconsistent antagonism (Thaler et al. 2002a).

Finally, it was demonstrated that the negative interaction between JA and SA 
pathways had biological consequences that varied among the herbivores and 
pathogens tested, thus making impossible to formulate a general theory that could 
be applicable in the control of plant parasites (Thaler et al. 2002b).

5.6 New Tools in the Study of Multitrophic Interactions

In this section we will indicate how the exploitation of techniques capable of 
identifying altered gene expression can point out genes possibly involved in plant 
defence. Actually, the exploitation of the emergent technologies made available for 
researchers of AM/plant interaction can easily accommodate one or more biotic 
levels, such as insect herbivores and their natural enemies.

An important instrument in the molecular approach to the study of plant/other 
organisms interactions is the crucifer Arabidopsis thaliana, whose genome has 
been elucidated. However, this classical model plant is not useful in the study of 
plant/AM fungi/insect interactions, because of its inability to host AM fungi, as the 
majority of Brassicaceae; therefore, the only model plant we can use with this 
purpose is Medicago truncatula, whose genome sequencing project is nearly 
completed and can be seen at the URL http://www.medicago.org. The roots of this 
legume can host, besides the nitrogen fixing rhizobial bacteria, additional symbiont 
microorganisms, including AM fungi. The presence of bacteria on the roots of 
legume species is certainly a further complication to be taken into account while 
studying belowground-aboveground interactions that could have beneficial effects 
on plant defence; indeed legume mutants resistant to AM fungus colonization 
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(myc−) have been obtained, for example, through chemical induction (Duc et al. 
1989). A number of cases of mutant myc− plants species in legumes are reviewed 
by Peterson and Guinel (2000) and Rillig (2004).

Legumes, though, are not a typical mycorrhizae host, and non-legumes are a 
necessary instrument for the study of multilevel interactions. For this reason, plants 
resistant to AM fungus colonization (myc−) have been obtained in other plant 
families. For example, several mutagenized myc− tomato plants are now available, 
preventing the establishment of AM symbiosis at different levels. In some cases, 
mutants are totally resistant to AMF infection and colonization and elicit a lower 
spore germination and appressoria formation in respect to wild type (myc+) (David-
Schwarz et al. 2001) and these effects can be displayed with different intensity 
(David-Schwarz et al. 2003).

Other myc− tomato plants stop the penetration of the root surface and symbiosis 
is associated with minimal accumulation of defence gene mRNAs, differently from 
myc+ plants (Gao et al. 2004).

In the symbiosis between maize and Glomus mosseae, a series of mutants has 
been identified, lacking the ability to form appressoria, or forming appressoria of 
normal morphology and activity but in reduced number and unpaired in coloniza-
tion (Paszkowski et al. 2006).

The use of myc− mutants could help in unravelling the intimate mechanisms 
regulating the plant resistance response towards herbivore insects that occurs at 
different stages of AM symbiosis. For example, it is still not clear whether it is the 
mechanical damage caused to plant tissues by the AM fungus penetration, or its 
growth into the roots or the formation of arbuscules and, when present, of vesicles, 
that triggers the cascade of events leading to plant resistance response, either direct 
and indirect.

In addition, experimental design can take advantage from the use of such 
mutants, allowing the cultivation in the same soil of mutant and control plant, as in 
the case of the same container (Neumann and George 2005) or also when upgrading 
from the pot to the field scale (Rillig 2004).

Tomato mutants have been collected over several decades and today more than 
a thousand monogenic stocks are described and deposited in the CM Rick Tomato 
Genetic Resource Center at University of California, Davis, and can be seen at the 
URL http://tgrc.ucdavis.edu/.These stocks are from several sources: spontaneous and 
induced mutants, natural variants from the edible tomato (Lycopersicon esculentum)
and wild relatives (e.g. L. hirsutum). Tomato mutants have been particularly used 
to assess the metabolic pathways involved in plant response to biotic stresses (see 
above) and can equally be used to assess the genes involved in multilevel interactions
(see Emmanuel and Levy 2002 and references therein).

All the advantages of the use of mutants apply equally to transgenic plants, in 
which either gene silencing or overexpression can help to dissect the outcomes of 
the plant response to the colonization of herbivore insects on the attacking 
organisms or on the attractiveness towards natural enemies.

Molecular biology techniques for the study of AM symbiosis are based on the 
establishment of cDNA libraries, deriving from mRNA extracted separately from 
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fungal spores and from the roots of mychorrhizal plants and of non-mychorrhizal 
control plants. Several induced genes have been characterized by means of differ-
ential screening of cDNA libraries, differential RNA display or subtractive hybridi-
zation (Franken and Requena 2001). The use of DNA arrays is a powerful 
technique, allowing one to confront through hybridization the cDNAs from the 
three different organisms/symbionts and to analyse a large number of genes.

An interesting technique is based on the partial cloning of cDNAs, leading to the 
definition of expressed sequence tags (EST) that can be screened for similarity in 
DNA databases, in order to hypothesise a biological function. In the model plant 
M. truncatula EST analysis has been extensively applied, including root tissues 
colonized by AM fungi and other mutualistic or pathogenic microbes, and control 
roots. Similarly, Thompson and Goggin (2006) lately reviewed transcriptomics 
approaches to the study of the interactions between plant and phloem feeding 
insects (aphids, whiteflies, and planthoppers).

RNA probes constituted from 18 S rRNA deriving from plant and fungus can be 
used for Northern blot analysis; the use of 18 S rRNA probes in RNA protection 
assay (RPA) allows the discrimination and quantification of RNAs of fungal and 
plant origin (Maldonado-Mendoza et al. 2002).

The molecular approach in the study of multitrophic interactions even allows 
one to carry out in silico (i.e. computer-based) analyses and experiments (Strack 
et al. 2003). In the study of multilevel interactions, plant response to herbivore 
insects can be evaluated in presence and absence of AM fungi, in terms of overex-
pression or downregulation of genes associated with plant defence. Still another 
biotic level can be added to the system, as AM symbiosis positively affects the 
attraction of natural enemies of insect herbivores (often economic pests), through 
the altered profile of plant volatile emissions that constitute the necessary cues for 
parasitoid and predator insects to seek their hosts/prey (see the paragraph “The 
effect of AM symbiosis on plant indirect defences against herbivore insects”). 
Specific techniques are required for the study of the volatile compounds produced 
by the plant in presence or absence of AM fungi. In synthesis, plant odours are 
collected by air-tight systems (air entrainments) from the whole plant (head-space) 
or from a single leaf and directed towards a trap containing an adsorbent (e.g. 
Tenax). Volatile compounds are then released from the trap by either high tempera-
ture (thermal desorption) or solvents (chemical desorption) and analysed by a gas 
chromatograph usually coupled with a mass spectrometer (GC-MS). More recently, 
an innovative, solvent free technology has been made available, the solid phase 
microextraction (SPME). SPME utilises fiber coated with a liquid (polymer), a 
solid (sorbent), or a combination of both that removes the compounds from the 
sample by adsorption. The SPME fiber is then inserted directly into the gas 
chromatograph for desorption and analysis. Regardless of the type of collection and 
desorption, the peaks appearing in the chromatograms are identified by confronta-
tion with available standards or databases (see, for example, Birkett et al. 2003). 
The ability to manipulate the searching behaviour of natural enemies is a most 
desirable prospect in modern plant protection (see below), and a better knowledge 
of the molecular basis for the changed plant odours would be very advantageous. 
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However, the power of the proteomic techniques depicted above might misleadingly
suggest that, having once designed an experiment detecting AM and control plants, 
both infested and not, a search for the genes involved in plant defence is just a matter 
of technicalities. In fact, micro-array analysis, a very common gene profiling tool, 
requires the previous identification of a set of relevant transcripts (Thompson and 
Goggin 2006).

A possible start in the scrutiny of genes comes from the examination of the 
available literature. Balestrini and Lanfranco (2006) recently reviewed the genes 
transcriptionally induced or regulated in the different phases of the establishment of 
the symbiosis, from the fungal spores to the early stages of the interaction with root 
tissues, and to the symbiotic phase. AM symbiosis certainly has a huge impact on 
plant gene expression, and some of these might be appealing for plant protection 
applications; increased transcripts of chitinase have been reported in M. truncatula
cells containing arbuscules, and a PR10 and a wound-induced protein are also 
reported (see Balestrini and Lanfranco 2006 and references therein). Those PR 
proteins, i.e. Pathogenesis Related proteins, are induced in the plant as a product of 
the metabolic Pathways activated in response to pest attack. The potential of 
chitinolytic enzymes in pest control is already established against pathogenic fungi, 
and more recently the possibility to damage the peritrophic matrix lining the insect 
midgut is being explored, as an adjuvant in conjunction with other toxins (Ding 
et al. 1998) or on its own (Gongora et al. 2001). Nonetheless, PR10 have been 
reported to be induced by the attack of herbivore mites and insects (Walling 2000).

5.7  Towards a Multilevel Approach of Pest Control 
in Agriculture

Sustainable control of insect pests in agriculture can be achieved by enhancing 
plant resistance and/or the activity of natural enemies, i.e. predators and 
parasitoids.

Plant resistance has been always considered the centre of the sustainable control 
of insect herbivores. For example, the use of a resistant rootstock (Vitis labrusca or 
other American native species), on which to graft a Vitis vinifera scion, as pro-
moted by T.V. Munson at the beginning of the twentieth century, is still the most 
widespread technique to control the devastating infestations of phylloxera 
(Daktulosphaira vitifoliae, Aphidoidea). However, the concept of plant resistance 
has been recently widened to include those mechanisms which involve the activity 
of natural enemies, referred to as indirect defences (see above).

The study of direct resistance of plants towards insect is a very old discipline 
whilst the reverse is true for plant indirect resistance. These two mechanisms of 
plant resistance share some features. The first, and probably the most important, is 
that both are regulated by genes. As a consequence, we can select (or breed) to 
enhance both direct and indirect resistance in agricultural varieties although the 
characterization of genes related to plant attractiveness towards natural enemies is 
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still in its infancy. To date, very few data are available about the “behaviour” of 
agricultural plant varieties towards either parasitoids and predators of insect pests 
(e.g. Lou et al. 2006 and references therein); hence it remains a crucial point to 
expand this kind of knowledge.

Moreover, as illustrated above, both these resistance mechanisms are frequently 
induced (see Fig. 5.1) and, in this optic, the study of multitrophic and multilevel 
interactions can be pivotal in unravelling the mechanisms of biological induction 
which can be used to increase the sustainable control of insect pests.

As for direct resistance, we have discussed above how there is often a species 
specificity of the effect of AM symbiont on a given herbivore species. For example, 
it has been reported that Glomus mosseae colonization dramatically reduced the 
fitness of the aphid Macrosiphum euphorbiae on tomato (Guerrieri et al. 2004) as 
did Glomus intraradices for insect chewers on soybean (Rabin and Pacovsky 1985). 
For all those associations whose final outcome is a reduction of herbivore fitness, 
a purified inoculum, of known composition, could be provided to plant roots in 
nurseries before transplanting them in the field, in order to induce a resistance 
response. In the case of perennial plants, the same “selection” of AM symbiont 
could be achieved by selective fungicide treatments and subsequent applications of 
purified inoculum.

Similarly, the higher attractiveness of mycorrhizal tomato plants towards the 
aphid parasitoid A. ervi opens new perspectives for the biological control of insect 
pests (Fig. 5.2). Following the same approach as reported for direct resistance, 
beneficial associations between AM fungal species and natural enemies could be 
artificially created to enhance the attractiveness of agricultural plants.

This point represents a bridge between the enhancement of plant resistance and 
natural enemies, given that among the classical biological control techniques there 
is the increase of natural enemies fitness (Van Driesche and Bellows 1996). 
However, a multidisciplinary approach to investigate plant-beneficial organisms 
interactions has only recently offered new tools to be used in the sustainable control 
of insect pests. For example, both jasmonic acid (JA) and salicylic acid (SA) are 
potent elicitors of plant responses, even though the former seems to be much 
involved not only in plant responses to insect herbivores (chewers and sap-feeders) 
but also in the identification and development of arbuscular endosymbiosis (Hause 
et al. 2002). There have already been field applications of JA (and derivates) that 
have determined a significant increase in the field presence of natural enemies of 
insect pests (James 2005). It could be possible to promote arbuscular endomycor-
rhizal symbiosis through radical or foliar application of this elicitor which in turn 
results in the production/release of semiochemicals attractive for natural enemies of 
insect herbivores.

On an a wider perspective, we can use these multilevel interactions as a further 
tool in the application of push and pull strategies that have been proved to be highly 
sustainable and exploitable in the Integrated Pest Management (IPM) practice 
(Cook et al. 2007). These strategies involve the behavioural manipulation of insects 
(pests and natural enemies) by using an integration of stimuli. By using chemical 
cues we can make the plant unattractive or unsuitable to the pests (push) while 
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driving them towards an attractive source from which they are subsequently 
removed (pull). A similar concentration (pull) of natural enemies can be attained in 
those fields where their activity is most required by using a combination of chemi-
cal and visual stimuli (James 2005; Cook et al. 2007).

The positive bottom-up interaction between belowground AM symbiosis and 
aboveground natural enemies is not only played on the field of host/prey location cues 
but also on an enhanced availability of shelter and/or food. For example, it has been 
widely reported that AM plants are usually larger than non-mycorrhizal control ones 
and this leads to a larger availability of possible shelters for the natural enemies of 
insect pests. Similarly, it has been demonstrated that mycorrhizal symbiosis positively 
affect the flower number and size, along with the amount of pollen produced by plants 
(Gange and Smith 2005). This larger availability of food leads to an increase of the 
visitation rate by pollinating insects (Gange and Smith 2005), but also constitutes a 
precious source of carbohydrates and proteins available for parasitoids and predators 
of insect pests. For example, a 15-fold increase in the longevity of Diadegma semi-
clausum, a parasitoid of the diamond back moth Plutella xylostella, is determined by 
the presence of flowers (Wratten et al. 2003), while pollen has been indicated as a 
fundamental component in the diet of egg parasitoids (Zhang et al. 2004).

Finally, there is a wide literature about the ability of insect parasitoids to “learn” 
chemical compounds involved in host location and thus improving their searching 
ability at further encounters with their victims (see Meiners et al. 2003 and refer-
ences therein). We can “enhance” the parasitoid response towards VOC induced by 
AM symbiosis in the laboratory before its release in the field, thus improving its 
fitness and in turn pest control.

5.8 Synthesis and Future Directions

It is well established that there is an incredible variety of interactions between soil 
and aerial organisms, with the plant mediating their final outcome. AM symbiosis 
is just one, though extremely complicated, of these interactions that could be 
exploited to enhance a sustainable control of insect pests and pathogens. However, 
in the perspective of practical application, many questions remain unanswered, 
although more than two decades have passed from the first pioneering paper by 
Rabin and Pacovsky (1985).

The first, and possibly the most urgent one is the assessment of the species-
specificity effect induced by AM fungal symbiont on plant response, given that 
there are preferential associations in agricultural soils (Mathimaran et al. 2006). For 
example, it has been demonstrated that the parasitism rate by Diglyphus isaea is 
mycorrhizal-species dependent (Gange et al. 2003) but it is not possible to draw 
any conclusion about the influence of AM symbiosis on plant defences against 
either insect chewers or suckers, neither to have a clear view of whether insect 
specificity could be an important parameter to be considered. We know that, 
through AM symbiosis, more nutrients are transferred to the plant, especially in 
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soils with a low content of P, but whether this goes towards an enhancement (e.g. 
tolerance) or a reduction (better performance of herbivore) of plant defences needs 
to be evaluated case by case.

Similarly, it has been recently reported that the production of essential oils in an 
aromatic plant is mycorrhizal species dependent (Copetta et al. 2006), and this 
could turn into a multiple defence response, given that many of these substances 
have both direct (Digilio et al. 2008) and indirect effect (Corrado et al. 2007; Sasso 
et al. 2007) on herbivore performances. Nonetheless, it needs to be tested whether 
plant cultivars respond in different ways to AM symbiosis, as it has been demon-
strated for maize, in respect to the emission of induced VOC that are attractive 
towards the parasitoids of caterpillars (Gouinguené et al. 2001).

Overall, a standardization of methods is required because different results have 
been recorded on similar (if not identical) multitrophic systems. In fact, these 
discrepancies can be due to a transient effect of defensive responses induced by 
AM symbiosis, and this is probably another key point that needs to be demonstrated 
experimentally.

Regardless of the total number of papers published on the interactions between 
AM symbiosis and aboveground insects (both herbivores and their natural ene-
mies), it must be noted that none of them includes a model plant. For example, 
many aspects of plant/insect and plant/AM interactions have been separately eluci-
dated by using Medicago truncatula, a plant whose genome is close to being com-
pletely characterized (Harrison 2005; Leitner et al. 2005) but the contemporary 
presence of mycorrhizae and insects (herbivores and/or natural enemies) has never 
been investigated on this plant.

The role of bacteria associated with mycorrhizae (Gamalero et al. 2004) on plant 
defences against herbivores is still a completely unexplored field as is that of AM 
and nitrogen fixing bacteria that coexist in legume species (see Scheublin and van 
der Heijden 2006 and references therein). For example, a reduction of plant defence 
against a plant root fungal pathogen induced by a mycorrhiza helper bacterium has 
recently been reported (Lehr et al. 2007).

Still largely unknown and unexploited remain the mechanisms regulating plant-
to-plant communication that has been demonstrated both belowground and above-
ground (Bais et al. 2006). For example, root exudates of Vicia faba plants infested 
by the aphid Acyrthosiphon pisum elicit the release of host-induced VOC in neigh-
bouring uninfested plants (Guerrieri et al. 2002). Although the specific compound 
involved in this interaction was not characterized, it remains a fact that a change in 
root exudates composition was determined by aboveground herbivory.

A similar induction of plant defence was demonstrated to happen at aerial level. 
In detail, host-induced VOC elicited the secretion of extrafloral nectar in neigh-
bouring plants of Lima bean (Phaseolus lunatus), and (3Z)-hex-3-enylacetate was 
indicated as the compound seemingly most involved in this response (Kost and Heil 
2006). Can we expect the same beneficial outcome of the plant-to-plant interactions 
in the event that the roots of at least one plant are colonized by AM symbiont?

From an ecological point of view, it would be essential to assess the long-term 
effect of these interactions, because there is a continuous and mutual influence of 
insect herbivory on AM colonization and vice versa (Ghering and Whitham 2002). 
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As outlined above, we can manipulate the temporal interaction between AM and 
herbivores by transplanting colonised plants in the field but how long will the plant 
defensive performance last? There is still an incredible lack of long-term field tests 
to assess whether the outcome of these interactions is stable or not.

All these questions lead to the big one: which are the genes involved in AM 
symbiosis that play a role in plant defence against aerial herbivores?

On the plant side, cDNA libraries have been established from mycorrhizal 
RNA using suppressive subtractive hybridization, and a large number of clones 
are being sequenced to obtain expressed sequence tags (EST). This constituted 
the base to characterize plant gene expression in response to AM symbiosis that 
now can be investigated with increasing precision by using modern approaches 
including proteomic, forward and reverse genetics and transgenic plants (see the 
paragraph “New tools in the study of multitrophic interactions”). Linking these 
observations to in vivo bioassay on plant defences against herbivore insects will 
be the fundamental step towards the understanding of the potentiality of these 
interactions. For example, it has been demonstrated that gene modulation induced 
by AM symbiosis happens not only in root tissues but also in the leaves and that 
the same plant response is recorded following a pathogenic infection (García-
Rodriguez et al. 2005).

The thorough understanding of these fascinating interactions can only be 
achieved by following a multidisciplinary approach that involves plant physiologists,
geneticists, microbiologists, chemists, entomologists and ecologists, each one 
participating with his own expertise and interacting with each other to formulate 
plausible theories. A typical flow of experiments and results between these different
components is outlined in Fig. 5.4.

in-vivo bioassay with insect herbivores 
and their natural enemies 

characterization of VOC 
released by AM plants 

characterization of plant
metabolic pathways

involved in VOC release by
AM plants

characterization of genes 
with a defensive role 

expressed in AM plants 

Fig. 5.4 Interdisciplinary approach to assess the role of AM symbiosis on plant defences against 
aboveground insect herbivores
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The modern techniques available for plant breeding can be used to exploit the 
most updated findings in the field of beneficial interactions (see above). Apart from 
the controversial acceptance of GM plants by public and farmers of some countries 
(Herdt 2006), biotechnology can be used to mark the most promising genes for a 
sustainable control of insect pests to be transferred into commercial varieties even 
with conventional breeding programmes (Sharma et al. 2002). In this view, it is 
certainly “cheaper” to invest on single genes that are involved in multiple defence 
responses or on those whose expression, induced by beneficial microrganisms, 
results in a better resistance towards herbivores.

Only by unravelling the intimate mechanisms that regulate belowground symbi-
osis, plant resistance and biocontrol of insect pests, can we drive the plant responses 
and the behaviour of entomophagous insects towards a protection of agricultural 
crops that is environmentally friendly.
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Chapter 6
Evolutionary Genomics: Linking 
Macromolecular Structure, Genomes 
and Biological Networks

Gustavo Caetano-Anollés

6.1 Introduction

What makes individuals, populations, species and organismal lineages unique? Are 
genetic complements enough to define phenotypic repertoires? Only 1.5% differ-
ences in nucleic acid sequence separate humans from chimpanzee, two species 
believed to have diverged from each other over six million years ago (Cheng et al. 
2005). Yet humans differ notably from chimpanzees and other primates. Are 
nucleic acid sequence differences at the gene level important? A recent whole-
genome analysis of concatenated gene sequences shows that higher organisms have 
been given more taxonomic resolution than microbes; organisms assigned to sepa-
rate phyla in Eukarya would clearly belong to a same phylum in the prokaryotic 
classification (Ciccarelli et al. 2006). Yet they appear to be phenotypically more 
plastic expressing greater morphological diversity. We may be tempted to state that 
differences in phenotypes between species are due to limited sets of coding genes 
that make critical proteins, or to differential regulation of a larger number of protein 
coding genes. The discovery of a diverse modern RNA world with regulatory func-
tion could support the differential regulatory explanation (Bartel 2004). We could 
also argue that it is not the gene repertoire what counts but the encoded proteins. 
Protein sequence is extraordinarily diverse and so is the three-dimensional (3D) 
structure of proteins and their associated functions (Chothia et al. 2003). However, 
protein sequences encoded in the genomes of the millions of species that currently 
inhabit earth cover necessarily only a minute fraction (at most one in 10−300) of the 
enormous permutational space defined by amino acid sequence. Yet the tools of 
structural genomics and protein structure determination reveal that this limited 
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exploration of sequence space has uncovered considerable diversity in structure and 
biological function (e.g. enzymatic catalysis; Gutteridge and Thornton 2005). 
We could also argue that it is the unique modular structure of proteins that makes 
the difference. A substantial portion of proteins is made of multiple domains, units 
of compact structure that can combine in different ways to provide structural diver-
sity (Vogel et al. 2004). Are differences at this level crucial?

In order to answer these and many other fundamental questions we need to draw 
from the vast information that has been accumulating since the first secrets of the 
genome were unveiled by the genomic revolution of this past decade. A first and 
fundamental recognition of modern biology is the need to survey component parts 
and their interaction. In fact, we have been very effective in this task (Fig. 6.1). 
Hundreds of genomes have been completely sequenced yielding tens of billions of 
base pairs, millions of protein sequences, and thousands of putative non-coding 
RNA molecules that serve a regulatory function and are likely to play important 
roles in species diversity. This effort outpaces structural genomics with its over 
35,000 Protein Data Bank (PDB) entries of 3D molecular structure. A second 
important recognition following half a century of research into molecular evolution 
is that we can only understand the present if we can reconstruct our past effectively. 
Fundamental developments related to natural history reconstruction include the 
generation of a comprehensive tree of life, global phylogenetic analyses that help 
track evolutionary history at genome levels, and better understanding of evolution-
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Fig. 6.1 The genomic revolution of this past decade provides hundreds of genomes, millions of 
protein sequences, and thousands of 3D models of molecular structure embedded in Protein Data 
Bank (PDB) entries. Fundamental milestones include the sequencing of the first bacterial, archaeal 
and eukaryotic genome, the genome of the first plant, and the human genome. All this was made 
possible by the technological development of capillary sequencing. Presently, the living world 
represented in genomes and sequences is highly biased towards microbial life. Data was retrieved 
from the PDB (http://www.rcsb.org/pdb), UniProt (http://www.ebi.ac.uk/uniprot), and gold
(Kyrpides 1999) databases (April 25, 2006)
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ary processes (Doolittle 2005; Kurland et al. 2006). A third fundamental  recognition 
comes with the development of systems biology, with the tenet that cells and organ-
isms are integrated systems and not collections of isolated parts. Currently, we use 
molecular survey components to define descriptive, graphical and mathematical 
models, confirm these models by perturbation (mutation, environment, etc.), and 
integrate information and models effectively (Kitano 2002; O’Malley and Dupré 
2005). All this is made possible thanks to enhancements in computational power 
and development of efficient computational algorithms. Molecular survey, history 
reconstruction, and systems analysis are the fuel of evolutionary genomics and the 
three pillars of modern biology. Erected at the start of this new millennium, they 
promise deep understanding of life.

In this chapter I will discuss how evolutionary genomics is helping define new 
paradigms. Phylogenomic approaches will be described that take advantage of the 
opportunity to characterize unique sets of genes capable of defining lineages at dif-
ferent taxonomical levels, including species, populations, and organisms. I will also 
lay the principles of a general evolutionary framework capable of reconstructing 
evolutionary history directly from the structure of macromolecules.

6.2 Evolutionary Genomics, Networks and Systems

6.2.1 The Genomic Revolution

In the past few years, nucleic acid and protein sequences have been acquired in a 
massively parallel effort from a wide variety of organisms. Moreover, initiatives 
that seek to create a complete inventory of the structure of orthologous gene group-
ings across whole genomes, protein fold architectures from crystallographic data, 
and the tree of life itself offer unprecedented opportunities to understand genomic 
complexity (Zhang and Kim 2003; Doolittle 2005). A recent survey (April 25, 
2006) showed there were 373 published genomes, with many being deposited in 
GenBank on a weekly basis (Fig. 6.1). Most genomes that were sequenced were 
prokaryotic (88%) and had small genome size. However, eukaryotic genomes rep-
resented a substantial portion (∼38%) of the sequencing effort. There were also 46 
finished and ongoing metagenomic projects that study genomic sequences present 
in a wide range of environments, including soil from Alaska and Minnesota, rice 
and poplar endophytic communities, root colonizing archaeal communities, and 
other complex environments. The number of ongoing genome sequencing projects 
(1605) was also an indicator of exponential increase in years to come. For the first 
time we have an opportunity to explore the evolution of entire sets of genomes rep-
resenting a diverse range of organisms and environments, including plants and 
associated microbes, using the tools of computational biology, comparative genom-
ics and molecular evolution Whole genome comparisons are now possible on a 
scale from which general principles of evolution can be derived. This has given rise 
to the new field of phylogenomics (Doolittle 2005).
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6.2.2 Phylogenomics

Genomics has opened new avenues in evolutionary research. Evolutionary history 
has been reconstructed using combined or concatenated genomic sequences, and 
genomic features describing the survey (genomic demography) and arrangement 
(genomic topography) of genomic component parts (reviewed in Wolf et al. 2002; 
Delsuc et al. 2005; Doolittle 2005). In particular, phylogenomic (whole-genome) 
trees were built effectively from features describing the occurrence and distribution 
of protein folds in proteomes (Gerstein 1998, Gerstein and Hegyi 1998; Wolf et al. 
1999, 2002; Lin and Gerstein 2000; House and Fitz-Gibbon 2002; Caetano-Anollés 
and Caetano-Anollés 2003; Yang et al. 2005). In one implementation of this strat-
egy, we measured the popularity (number of occurrences) of each protein fold in 
sequenced genomes and used multi-state phylogenetic characters to reconstruct 
intrinsically rooted proteome trees invoking the concept that being popular at the 
molecular level is a favored evolutionary outcome (Caetano-Anollés and Caetano-
Anollés 2003, 2005). We have recently taken these approach further and recon-
structed phylogenies from features describing the content and arrangement of 
domains in proteins at a genomic level (Wang and Caetano-Anollés 2006). 
Phylogenetic characters are here drawn from a molecular topography that describes 
how evolutionary units of structure arrange in protein molecules and how popular 
these arrangements are within each proteome. The reconstructed universal tree sug-
gests dramatic diversification events in the history of life (Fig. 6.2). It also shows 
that genomes in Eukarya were basal, suggesting a eukaryotic rooting of the tree of 
life. However, phylogenetic trees also revealed early reductive tendencies in the 
architectural repertoire of Archaea that suggest the very early split of this lineage 
(Wang et al. 2007). Almost all pan-domain phylogenies generated from genomic 
information support the tripartite (three-domain) nature of life already evident in 
trees reconstructed from ribosomal RNA molecules, confirm accepted lineage rela-
tionships within major organismal groups, support disputed or preliminary classifi-
cations, and reveal novel evolutionary patterns (Doolittle 2005).

6.2.3  Network Biology: Understanding the Wiring 
Diagram of Life

Network biology characterizes and describes quantitatively the networks of molec-
ular interactions that operate in biological systems (Barabási and Oltvai 2004). 
These networks can be represented naturally as graphs and hypergraphs and their 
study is supported by graph and percolation theory. There is considerable interest 
in the processes underlying evolution of networks. Networks of different kinds 
appear at different levels of molecular evolution (Schuster and Stadler 2003). We 
can find networks embedded in biopolymer molecules through conformational 
spaces that are highly complex and multidimensional and describe molecular and 
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Fig. 6.2 Phylogenomic tree of life. The tree was reconstructed from an analysis of 35,559 domain 
combinations at fold superfamily level in proteins belonging to 185 organisms that have been 
completely sequenced. Only one optimal tree of 948,547 steps was obtained using maximum 
parsimony as the optimality criterion (CI = 0.2714; RI = 0.5375; RC = 0.1459; g
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Terminal leaves are not labeled as they would not be legible. The arrowhead shows the placement 
of the root. Note that character change is maximum in Eukarya, that Mollicutes, Spirochaetes and 
Chlamydiae are basal within the bacterial clade, and that plants and animals represent sister taxa
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combinatorial diversity. Examples include RNA and multi-domain proteins. 
Thermodynamics and forces that stabilize molecular structure drive evolution of 
these networks through replication and mutation. We can also find inter-molecular 
networks expressed for example in metabolism, gene expression, protein-protein 
interaction, and signaling networks. These ubiquitous networks are generally scale-
free (i.e. their degree distribution approximates a power law) and evolve by two 
fundamental processes, growth and preferential attachment (Barabási and Oltvai 
2004). Growth arises when new network components (nodes) are added to the 
 system, and preferential attachment results when nodes establish interactive 
 connection (links or edges) preferentially with already well-connected nodes. 
Growth and preferential attachment are jointly responsible for the emergence of the 
scale-free (“rich get richer”) property of complex networks, and probably, have an 
origin in duplication and mutational divergence of network components. Gene 
duplication has been postulated to drive evolution of networks in protein domain 
combinations (Rzhetsky and Gomez 2001), protein fold occurrence in genomes 
(Qian et al. 2001), gene expression (Bhan et al. 2002), and protein interactions 
(Pastor-Satorras et al. 2003). On the other hand, gene duplication may not be the only 
driver of evolution of networks, or the generator of power law behavior (Wagner 2003).

6.2.4 Molecular Mechanics and Evolution

Molecular machines made of protein and RNA can be considered the major operat-
ing components of the living world. The function of these molecules is largely 
determined by their structure. Consequently, structural conformations can be 
regarded as molecular phenotypes to which genotypes can be mapped. Because of 
their unique chemistries, the mapping of genotype (sequence) to phenotype (struc-
ture) in proteins and RNA biopolymers offers different challenges but share three 
properties: (i) the sequence-to-structure map is degenerate; i.e. there are orders of 
magnitude more sequences than structures; (ii) few common but many rare struc-
tures materialize in structure space; and (iii) extensive neutral networks that perco-
late sequence space define common structures and structural neighborhoods 
(Fontana 2002; Schuster and Stadler 2003). Because the distribution of sequences 
that fold into the same structure within neutral networks in RNA is approximately 
random, the mapping has “space covering” properties. This means that all struc-
tures can materialize within relatively few mutational changes in sequence space. 
This property has been confirmed experimentally using RNA functional switches 
(Schultes and Bartel 2000). Computational studies also predict the existence of 
neutral networks and space covering for polypeptides (Babajilde et al. 2001) and 
experiments support the model (Keefe and Szostak 2001). However, the sequence-
to-structure mapping of proteins is much more complex and its landscape “holey”, 
with protein conformations missing in vast segments of sequence space due to the 
effects of steric hindrance, hydrophobic and H-bonding interactions, and short-
range dispersion forces.



6 Evolutionary Genomics 161

6.3 Defining an Evolutionary Genomic Framework

Evolutionary genomics can be powerful when it interfaces with network biology 
thermodynamics, and molecular mechanics. The function of molecules is curved by 
evolution, generally resulting from natural selection operating at high levels of 
structural organization. We have therefore chosen to design a general evolutionary 
genomic framework that reconstructs evolutionary history directly from the struc-
ture of protein and nucleic acid molecules. In initial studies, structure, function, and 
genomic demography are embedded directly into phylogenetic analyses and mole-
cules and genomes are compared at a wide range of evolutionary levels, from the 
subspecies analysis of laboratory strains of unicellular green algae to the universal 
tree of life (Caetano-Anollés 2001, 2002a,b, 2005; Caetano-Anollés and Caetano-
Anollés 2003, 2005). This approach can be used to unravel evolutionary processes 
and uncover functional relationships in macromolecules, and the basis of molecular 
diversity and genome coexistence. The framework enables global bottom-up or 
top-bottom approaches of genomic analysis and is supported by three fundamental 
premises:

1. Molecular structure is far more conserved than sequence and carries consider-
able phylogenetic signal. Structure is directly linked to function and is therefore 
the subject of natural selection and strong evolutionary constraint (Bajaj and 
Blundel 1984; Vukmirovik and Tilghman 2000). Consequently, 3D structure is 
less prone to be affected by mutation than sequence and the information in struc-
ture is expected to persist longer than in primary sequence. Similarly, rare 
genomic processes such as intron indels, retrotransposon integrations and 
genome rearrangements can preserve deep phylogenetic information (Rokas and 
Holland 2000). Theoretical considerations suggest that sequence data may be 
inherently limited in its ability to uncover deep phylogenetic signatures and 
ancient relationships when the repeated accumulation of substitutions in 
 nucleotide sites (site saturation) erases evolutionary history (Sober and Steel 
2002; Penny et al. 2003; Mossell 2003). Convergent evolution of nucleotide 
sites, differing substitution rates among sites and lineages, and non-independent 
substitutions among sites, are just few of many other contributing factors 
(Philippe and Laurent 1998; Delsuc et al. 2005).

2. Successfully implemented biological designs tend to be reused over and over 
again in nature. Structural designs that had been successfully deployed will have 
more chances to be reused in other biological contexts, and consequently, are 
expected to become popular (Hartwell et al. 1999). Moreover, robust and well-
evolved molecular designs have more chances of withstanding the effects of 
time. Evidence of this can be found in the redundant and modular nature of pro-
tein structure, where certain supersecondary structures and protein domains are 
highly ubiquitous (Söding and Lupas 2003).

3. There is a universal tendency towards molecular order. This very simple 
hypothesis of polarization depicts generalized trends applied to the structure of 
molecules, which have been supported by a considerable body of evidence. In 
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the case of RNA molecules, a tendency towards order was supported by: (i) the 
study of extant and randomized RNA sequences, showing that evolution 
enhances conformational order and diminishes frustration over that intrinsically 
acquired by self-organization (Stegger et al. 1984; Higgs 1993, 1995; Schultes 
et al. 1999; Seffens and Digby 1999; Gultyaev et al. 2002; Caetano-Anollés 
2005); (ii) experimental verification of a molecular tendency towards order 
and stability using thermodynamic principles generalized to account for 
non-equilibrium conditions (Gladyshev and Ershov 1982); (iii) a large body of 
theoretical evidence that maps the structural repertoire of evolving RNA 
sequences from energetic and kinetic perspectives (Ancel and Fontana 2000; 
Higgs 2000; Fontana 2002); (iv) phylogenetic congruence in the reconstruction 
of trees  generated from sequence, structure, and genomic rearrangements at dif-
ferent taxonomical levels (Billoud et al. 2000; Collins et al. 2000; Caetano-
Anollés 2001, 2002a,b, 2005; Swain and Taylor 2003).

Bottom-up strategies unify phylogenetic analysis with structural biology using a 
cladistic approach based on shared and derived features descriptive of common 
descent that use features of molecular structure to generate phylogenetic trees. 
Cladistic methods offer explicit and general definitions of biological relationships 
proven to be powerful tools in phylogenetic systematics and molecular evolution. 
We applied this approach to the study of RNA molecules, generating histories of 
architectural and organismal diversification directly from their structure.

Top-bottom strategies study global diversification patterns in molecules using 
information embedded in entire genomic and proteomic complements. Since parsi-
mony analysis has been one of the most widely used methods of phylogenetic 
inference and has mathematical attributes compatible with the complexity of these 
genomic datasets, we use this method to chart the protein world. We also explore 
the unique genomic regions that differentiate genomes from each other and shape, 
for example, the diversity of closely related species. The phylogenomic framework 
we have developed can be used to characterize the protein repertoire at the gene 
family, protein family, superfamily, and protein fold levels (Fig. 6.3), ‘structuring’ 
the evolutionary relationships between sequences and architectures, and revealing 
evolutionary patterns unique to individuals, species and organismal lineages.

6.4 Exploring the Evolution of Modern RNA

6.4.1 Diversity of Non-protein Coding RNA

RNA molecules are ubiquitous and highly sociable and exhibit defined structural, 
enzymatic and regulatory activities. They have been considered predecessors of 
DNA and protein in an ancestral RNA world (Gilbert 1986). In recent years, how-
ever, we came to realize that our ‘modern’ RNA world is not a ‘relic’ but a truly 
functional entity that is quite diverse (Eddy 2001; Storz 2002; Bartel 2004). Besides 
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the classical three groups of molecules, tRNA, rRNA and mRNA, a repertoire of 
other RNA have been described. Collectively, these molecules have been termed 
non-protein coding RNA (ncRNA). ncRNAs are generally small. However, they 
range in size from ∼21–25 nt (for regulatory RNAs) to ∼103–104 nt (for ncRNAs 
involved in the maintenance of chromatin structure). ncRNAs play important roles 
in a number of cellular processes, such as those related to transcription, replication, 
RNA processing and modification, mRNA translation, and protein stability and 
translocation. Gene expression is modulated by micro RNA (miRNA) and small 
interfering RNA (siRNA). These molecules, discovered by their role in the control 
of developmental timing in Caenorhabditis elegans (Lee et al. 1993), are tiny and 
ubiquitous in animals and plants, and are present in all organismal domains (Bartel 
2004). ncRNAs play roles in other cellular processes such as the translational tag-
ging of proteins by tmRNA and the targeted mRNA degradation in RNA interfer-
ence (RNAi) (e.g. Hutvágner and Zamore 2002). Other small ncRNA molecules are 
important for RNA processing, modification, and stability, such as the catalytic 
core of the universally conserved RNase P enzyme (∼300–500 nt) that cleaves 
leader sequences from tRNA precursors (Frank and Pace 1998) or the small 
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 nucleolar RNA (snoRNA) (∼70–250 nt) that are required for cleavage and  processing 
of rRNA precursors (Eliceiri 1999). ncRNA molecules are also involved in protein 
translocation across membranes. One example is the signal recognition particle 
(SRP) that targets nascent secretory and membrane proteins (Keenan et al. 2001). 
Finally, ncRNA molecules have also been implicated in post-transcriptional gene 
silencing (siRNA) (Baulcombe 2004). Many other ncRNA molecules have been 
discovered that play structural roles, mimic the structure of other nucleic acids, or 
have very specific catalytic activities (Storz 2002).

Holistic views of the universe of RNA structure are missing. This is in part due to 
difficulties related to the study of RNA (Eddy 2001). For example, genes are identified 
by the proteins they encode. So genes that encode other molecules remain ‘computa-
tionally’ intractable when using standard tools that scan genome sequences. Novel 
systematic gene-discovery approaches are therefore needed to uncover  effectively the 
RNA-encoding component of genomes (Washietl et al. 2005). There are no RNA 
taxonomies and the study of the evolution of RNA structure is still incipient.

6.4.2 Phylogenetic Analysis of RNA Structure

In our laboratory we search for evolutionary patterns embedded in the structure of 
functional RNA (Caetano-Anollés 2002a,b, 2005). Structures are first characterized 
using attributes that describe the overall geometry (‘shape’) of molecules and ‘sta-
tistical’ parameters that describe stability and statistical mechanic features quanti-
tatively. Shape attributes measure for example the nucleotide length of each and 
every spatial component of secondary structure, such as double helical stems 
and unpaired sequences, and the number of loops in coaxial stem tracts. Note that 
unpaired nucleotides can form unusual base-pairings or establish non-covalent 
interactions (Hermann and Patel 1999). These base pairs and interactions are 
involved in high-order three-dimensional motifs that are not considered in the struc-
tural models of our analysis. Statistical parameters include the Shannon entropy of 
the base-pairing probability matrix (Q), base-pairing propensity (P), and mean 
length of helical stems (S) (Fontana et al. 1993; Schultes et al. 1999; Ancel and 
Fontana 2000). Q, P and S define a complete molecular morphospace, in which Q
measures the number of conflicting inter- and intra-molecular interactions (frustra-
tion) during RNA folding, and P and S describe how extensively folded and 
 ramified (multifurcated) are molecules (Schultes et al. 1999). In phylogenetic 
 analysis, attributes are considered ‘characters’, and the numerical values they dis-
play ‘character states’ (Page and Holmes 1998). Characters that are homologous 
(i.e. share common ancestry) and have been appropriately coded (i.e. provide 
 maximum phylogenetic signal) are compared. Structural characters used in this 
study transform from one state to another in linearly ordered and reversible  pathways 
‘polarized’ by superimposing an evolutionary tendency towards structural order 
(described above). This tendency should be interpreted as an evolutionary lock-in 
triggered by the branching of lineages in the trees (cladogenesis), resulting in 
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 molecules that are less plastic but more modular. Finally, hypotheses about charac-
ter states and models of character evolution were transformed into hypothesis about 
evolutionary relationship of molecules using maximum parsimony (Page and 
Holmes 1998). Figure 6.4 describes the overall rationale.

We reconstructed structural phylogenies from several kinds of RNA, including 
tRNA, rRNA, spacer rRNA, SRP RNA, small mRNA molecules, and retroele-
ments. We also generated a universal tree of life from the structure of rRNA that 
was rooted in the Eukarya (Caetano-Anollés 2002a,b). However, we decided to 
focus on tRNA, a molecule that bridges fundamental components of the translation 
machinery (Sun and Caetano-Anollés 2008). We analyzed the entire set of 571 
tRNA molecules deposited as RNA sequences in the Bayreuth database. tRNA 
structural phylogenies placed tRNA molecules that coded for a group of four amino 
acids and harbored a variable loop (tRNASec, tRNASer, tRNALeu, and tRNATyr) at the 
base of the tree of tRNA structure. These four amino acids were probably the first 
charged or coupled by tRNA in processes related to translation and/or RNA-world 
based replication that occurred before organismal diversification. Because our phy-
logenies did not reveal clearly the tripartite nature of life, or clear anticodon or 
amino acid-linked patterns, we used phylogenetic constraint to falsify alternative 
hypotheses about the origin of organismal diversification, amino acid specificities, 
and structural diversification in tRNA molecules. The results of these analyses sug-
gest a sister-clade relationship between Bacteria and Archaea that is consistent with 
trees of life reconstructed from rRNA structure (Caetano-Anollés 2002a,b), protein 
fold architecture (Caetano-Anollés and Caetano-Anollés 2003), and domain com-
binations (Fig. 6.2). Results also show patterns of diversification of tRNA that 
developed once the cloverleaf structure was fully formed. Apparently, structural 
diversification preceded the establishment of amino acid and anticodon specifici-
ties, and these probably preceded organismal diversification.

We also designed a novel phylogenetic approach that reconstructs the evolu-
tion of substructural components of a molecule and generates “contour maps”
capable of superimposing ancestral-derived relationships directly onto 3D RNA 
representations (Fig. 6.4). This involves defining new kinds of taxa (substruc-
tures) and characters (molecules), and a criterion of primary homology pertain-
ing substructural repertoires based on molecular lineages. Phylogenetic trees of 
substructures describe here the evolutionary relationships of molecular substruc-
tural components that make up RNA molecules. These trees reveal evolutionary 
patterns of structural diversification, showing how RNA structure changes in the 
course of evolution. Patterns suggest by definition a structural origin and a rela-
tive timeline (a series of steps) describing how individual substructures are 
incorporated into the evolving RNA molecules. Analysis of tRNA molecules 
using this novel approach provided strong support to the ‘two halves’ hypothesis 
put forth by Maizels and Weiner (1994) that proposes that the anticodon/
dihydrouridine domain constitutes a refinement that was incorporated later 
in evolution (Fig. 6.5). However, our structural trees also support a more 
detailed structural transformation sequence. In this model, the tRNA molecule 
evolves by gradual addition of nucleotide pairs to a  primordial hairpin stem loop 
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(e.g., coaxial stem tracts and unpaired loop regions), and these substructural components studied 
using molecular features (characters) that describe their geometry [e.g., length of stems (s) and 
unpaired regions (h, b, and u)] or their stability and uniqueness (e.g., using morphospace param-
eters Q, P and S). These shape and statistical characters are coded and assigned ‘character states’ 
(in alphanumeric format) according to an evolutionary model that polarizes character transforma-
tion towards an increase in molecular order (character argumentation). Coded characters are 
arranged in data matrices and subjected to cladistic analysis, generating phylogenies of molecules 
and substructures. Rooted trees can be used to color 2D or 3D structural models of RNA (contour
ancestry maps) that help infer models of structural evolution
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and then to its growing stems, ultimately resulting in a molecular arrangement 
that favors multiloop conformations and molecular multifurcation, an expected 
outcome when seeking to maximize molecular order.

We have extended our phylogenetic approach to the analysis of other interesting 
questions. For example, we used the structure of tRNA-derived transposable elements 
(SINEs) to study their evolution in plants (Sun et al. 2007). The exercise established a 
model of structural evolution of these transposable elements that explains the popularity 
of sequence families in the plant genome. We also found interesting patterns in the small 
(SSU) and large (LSU) subunits of rRNA (Harish and Caetano-Anollés, unpublished), 
including the ancestral placement of stem S49, the dominant SSU rRNA component of 
the subunit interface and the proposed ribosomal functional relay (Yusupov et al. 2001). 

Fig. 6.5 Evolution of tRNA structure. a Trees of tRNA substructures show patterns of structural 
evolution inferred from the total tRNA dataset using maximum parsimony and branch-and-bound 
searches. Analysis of stabilizing stem characters produced two optimal trees of 4468 steps each 
(CI = 0.961; RC = 0.937; g

1
=−1.25). The tree that is shown represents a strict consensus of these 

two trees and is labeled with bootstrap support values > 50%. b Contour ancestry map showing 
the geometrical evolution of stem components that stabilize tRNA molecules. Trees were painted 
directly on the structural model using a color scale bar describing relative ancestry values. c A 
model of the early evolution of proto-tRNA molecules. The model is derived directly from trees 
of substructures and shows formation of substructures homologous to present-day acceptor, TΨC,
anticodon and dihydrouridine arms. Substructures may have had different functions than those of 
extant tRNA molecules. Unpublished data from Sun and Caetano-Anollés (2008)
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It is particularly noteworthy that ancient substructures were located in the middle of the 
rRNA ensemble and at the subunit interface. The origins of these ribosomal ancient 
substructures appear not associated with translation.

6.5 Exploring the Evolution of the Protein World

6.5.1 The Hierarchical Nature of Protein Structure

The protein world is extraordinarily diverse in sequence, structure and function 
(Ponting and Russell 2002). Most proteins (60%) fold compactly into more than 
one domain, and these domains can be repeated or combined in defined order. The 
number of available domains is considerable but appears finite (Chothia et al. 2003) 
and so does the repertoire of domain combinations in proteins (Vogel et al. 2004). 
When creating new functions, redundancy appears to be a favored outcome, with 
domains reused more often than discovered.

Domains are not only units of protein structure and function but also units of evolu-
tion (Riley and Labedan 1997). Taxonomies that attempt to provide a comprehensive 
description of structural and evolutionary relationship of proteins of known structure, 
such as the Structural Classification of Proteins (SCOP) (Murzin et al. 1995) and the 
CATH protein structure classification (Orengo et al. 1997) use these building blocks 
as units of classification. In SCOP, proteins that are evolutionarily closely related at 
the sequence level are clustered together into protein families. Proteins belonging to 
different families that exhibit low sequence identities but share structural and func-
tional features suggesting a common evolutionary origin are further unified into fold 
superfamilies. Finally, fold superfamilies sharing secondary structures that are simi-
larly arranged and topologically connected are unified into protein folds (Murzin et al. 
1995). These folds sometimes have peripheral regions of secondary structure that dif-
fer in size and conformation and ‘decorate’ distinctly the central fold architecture.

While our knowledge of sequence space is far from complete (Kunin et al. 2003), 
it is apparent that protein diversity originated from a limited set of architectural 
designs (Koonin et al. 2000). Most proteins have been formed by gene duplication, 
recombination, and divergence and proteome evolution can be tracked by matching 
proteins of known folding structure to genome sequences (Chothia et al. 2003). 
While protein folds can be mapped onto about half of amino acid residues encoded 
in genome sequences, using hidden Markov models (HMMs) of structural recogni-
tion, it has become increasingly more difficult to find new folds in nature (Grant 
et al. 2004). Consequently, the world of protein molecules appears finite and its study 
feasible at global levels. However, fold categories should be regarded as “neighbor-
hoods” defined by how much structural overlap exists between them (Harrison et al. 
2002). In fact, some regions of the protein fold space represent a continuum for some 
architectural arrangements (sometimes linked by super-secondary motifs) while in 
other regions clearly distinct non-overlapping topologies are observed.
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6.5.2 An Evolutionarily Structured Universe of Protein Architecture

A number of approaches have been used to characterize protein space, including 
fold family trees (Efimov 1997; Zhang and Kim 2000), a periodic table of  structures 
(Taylor 2002), or taxonomies based on secondary structure (Przytycka et al. 1999). 
Recently, the metric comparison of structure similarity of proteins representing 
 different protein fold categories provided measurements of distance between the 
different structures and a global representation of protein space (Hou et al. 2003). 
Four clear groups representing the α/β, α+β all-α, all-β protein classes were evi-
dent in this representation. These studies show that it is possible to generate global 
views of the protein universe. However, comparative genomic efforts have been 
largely confined to describing wide-encompassing features as similarities and dif-
ferences. To be useful, however, strategies require methods capable of organizing 
the comparative data within an evolutionary perspective.

We recently reconstructed universal phylogenies of protein architecture (Caetano-
Anollés and Caetano-Anollés 2003, 2005; Wang et al. 2006). These phylogenies 
depict the evolution of the protein world – they also bring a unique power to the 
identification of structurally orthologous gene families defining unique gene comple-
ments. The general strategy is depicted in Fig. 6.6. We counted the number of genes 
corresponding to particular protein architectures in genomes and used these measures 
of ‘genomic demography’ to map the world of proteins and track architectural and 
organismal history directly at the proteome level. Intrinsically rooted phylogenomic 
trees of proteomes and fold architectures were generated that described phylogenomic 
relationships, patterns of evolution, and information on the underlying evolutionary 
processes. Studies involved small and large subsets of protein folds, and complete 
datasets matching three releases of SCOP (1.39, 1.59 and 1.67). Figure 6.6 shows a 
tree of fold architectures generated using information embedded in 185 genomes.

6.5.3 Evolutionary Patterns and Transformation Pathways

The universal tree of protein architecture revealed interesting patterns. Folds that 
were widely distributed in nature were found at the base of the tree and were only 
missing in parasitic organisms with highly reduced genomes (Fig. 6.6). These 
organisms (e.g., Mycoplasma, Nanoarchaeum, Encephalitozoon) have discarded 
enzymatic and cellular machinery in exchange from resources provided by their 
hosts. In fact, the first nine folds to emerge in evolution are common to every 
genome analyzed and include folds widespread in metabolism. It is noteworthy that 
only 16 folds are universally shared and all of them originated deep in the tree. 
Similarly, all classes of protein architecture appeared very early in the tree of archi-
tectures. Folds in the α/β protein class arose first and were followed by those in the 
α+β, all-α, all-β, small, and multi-domain classes, in that order. These folds accu-
mulated at different levels. The α/β folds occurred at relatively constant rates and 
were prevalent in the bottom half of the tree. In contrast, the α+β folds started to 
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accumulate significantly later but with increasing rates until these folds became the 
most prevalent class. Folds in all other classes followed this same pattern of accu-
mulation but with lower rates. Maximum rates diminished in the order of fold 
appearance, i.e. all-α, all-β, small and multi-domain proteins. These patterns sug-
gest that the most primitive proteins contained interspersed α-helical and β-sheet
elements (as in the α/β class). In the course of evolution, these elements were first 
segregated within their structure (α+β class) and then confined to separate mole-
cules (all-α and all-β classes). This hypothesis is consistent with the suggestion that 

Fig. 6.6 Exploring the diversity of the protein world. The diagram (left) shows how fold archi-
tectures of extant proteins (F1, F2, …) and entire protein complements (P1, P2, …) can be used 
to generate hypotheses (phylogenies) about groups of folds and proteomes. This involves a struc-
tural census defined by advanced HMMs that assign domain structure to genomic sequences, 
normalization of data, and phylogenetic analysis. A phylogenomic tree of protein architecture 
generated from a protein domain census in 185 completely sequenced genomes (right) was recov-
ered from an heuristic maximum parsimony search with branch swapping and 100 replicates of 
random addition sequence. The tree had 85,644 steps (CI = 0.043, RI = 0.770) and is well sup-
ported by measures of skewness in tree distribution (g

1
= −0.138; P< 0.01). Terminal leaves are not 

labeled except for SCOP fold d.180 (see Fig. 8.3), which is unique to plants. The subtree drawn 
above describes the evolution of the 53 most ancestral folds and has branches labeled with differ-
ent shades indicating percentage of genomes sharing folds. The subtree shows folds labeled 
according to SCOP nomenclature and bootstrap support values >50% above nodes. It is notewor-
thy that folds shared by >90% genomes are missing almost exclusively in parasitic organisms with 
reduced genomes. Data from Wang et al. (2006)
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diversity in protein architecture originated by stochastic processes expressed both 
in protein sequence and structure (the random origin hypothesis; White 1994).

Remarkably, the most ancestral folds harbored interleaved β-sheets and α-helices
and barrel structures (Fig. 6.7). Many important structural designs were derived in 
the tree, including polyhedral folds in the all-α class and β-sandwiches, β- propellers 
and β-prisms in the all-β class. Protein transformation pathways that describe 

Fig. 6.7 Ancient protein folds share a common architecture of sheets and helices that form either 
barrels or are interleaved and are highly symmetrical. The structural models of selected structures 
show the arrangement of α-helices (described by dark helical ribbons) and β-strands (described by 
arrows that point towards the C-terminus of the protein). Structures were visualized in 3D using the 
new cartoon format of the VMD (Visual Molecular Dynamics; http://www.uiuc.edu/research/vmd) 
visualization package. a The nitrogenase iron protein from Azotobacter vinelandii (PDB entry 1fp6), 
an enzyme important for nitrogen fixation, harboring the P-loop hydrolase fold (c.37), the most 
ancient protein architecture with three layers in which a parallel or mixed β-sheet is sandwiched by 
α-helices. b The xylanase from Penicillium simplicissimum (1bg4), a protein exhibiting the TIM β/
α-barrel fold (c.1), a α/β protein architecture with a parallel β-sheet closed barrel. c The gluthatione-
dependent formaldehyde dehydrogenase enzyme from humans (1 m6 h) with the NAD(P)-binding 
Rossmann fold (c.2) that harbors two layers of α-helices sandwiching a parallel β-sheet of 6 β-
strands. These three ancient architectures are very common in modern metabolism
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likely scenarios of structural evolution (Murzin 1998; Grishin 2001) could be 
traced in our tree of architectures. For example, the conversion of an α-helix into a 
 three-stranded β-meander causes Rossmann fold proteins to change to the FAD/
NAD(P)-binding domain architecture. Both folds are ancient and are closely 
related, so this putative transformation must have already occurred very early dur-
ing evolution. In contrast, circular permutations in protein phosphatases resulted in 
changes that were quite derived in the history of protein diversification. Figure 6.8 
shows how an all-α protein containing a three-helical bundle transforms by indels 
and substitutions into a β-sheet structure that is part of an all-β barrel-like architec-
ture, probably through an α+β protein intermediary. Transformations from all-α to 
all-β proteins may be quite common and follow general tendencies of architectural 
transformation (Caetano-Anollés and Caetano-Anollés 2003). Clear transformation 
pathways were also evident in structural families of fold architectures. For example, 
the popular β-barrels increased the tilt of the β-strands, the frequency of open barrel 
structures, and the complexity of strand topology. These tendencies suggest barrel 
architectures with increased curl and stagger of β-sheets (sensu Taylor 2002) are 
favored evolutionary outcomes.

6.5.4 Sharing Patterns of Fold Architecture in Life

We found that tracing features depicting organismal diversity along the branches of the 
evolutionary tree of protein architecture provided interesting information (Caetano-
Anollés and Caetano-Anollés 2005). We were able to infer a relative timing for the 
emergence of prokaryotes, congruent episodes of architectural loss and diversification 
in Archaea and Bacteria, and a late and quite massive rise of architectural novelties in 
Eukarya probably linked to the rise of multicellularity. Folds associated with processes 
related to multicellularity (e.g. apoptosis, cell death, adhesion and recognition, and 
extracellular matrix remodelling) contained multiple domains and appeared both imme-
diately after prokaryotic diversification (mostly folds common to all domains of life) 
and during eukaryotic diversification (mostly eukaryotic-specific).

Our observations indicate that protein novelties unique to organismal lineages 
appeared late and in defined order during evolution. The proteomes of these diversi-
fied organisms originated apparently from ancestors that shared already an arrange-
ment of quite complicated molecular architectures and biological functions. This 
view is consistent with a proto-eukaryote (Poole et al. 1998; Kurland et al. 2006) 
responsible for ‘crystallizing’ diversified life (Woese 2000).

6.6 Exploring the Evolution of Networks

Our phylogenomic analysis is quite novel (Doolittle 2005) and offers the opportu-
nity to identify and trace architectures unique to organisms or organismal groups, 
unique to functions and ontologies, and unique to biological networks. Since proteins



Fig. 6.8 Evolutionary transformation pathway from an all-α to an all-β protein architecture 
induced by indels and substitutions. The figure shows how the winged helix-turn-helix (HTH) 
domain characteristic of nucleic-acid-binding domains such as the C-terminal domain of the 
catabolite gene activator protein (CAP) (1cgp) transforms into the γ-subunit of the glycogen 
phosphorylase kinase (1phk), and this structure then transforms into the C-terminal domain of 
the G4-α-amylase (1,4-α-d-glucan maltotetrahydrolase) (2amg). The CAP C-terminal domain 
has a DNA/RNA-binding three-helical bundle fold (a.4), in which three α-helices form a partly 
opened right-handed bundle. The glycogen phosphorylase kinase has a protein kinase-like fold 
(d.144) with two α+β domains, one of which (the C-terminal) is almost α-helical. The α-amylase
C-terminal domain has a glycosyl hydrolase domain (b.71) with a β-sheet that follows the cata-
lytic β/α barrel domain. The entire multidomain proteins are shown in the left with the relevant 
domain enclosed by rectangles. The transformation from a three-helical bundle to a β-sheet seen 
in the structural models of the domains is confirmed by the phylogenomic tree shown below with 
terminal nodes indicating ancestry values of individual folds derived from the tree of fold archi-
tecture in Fig. 6.6
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are generally components of biological networks, protein structure can be used to 
study network evolution.

Cellular metabolism is the best-studied biological network. It represents one 
of the greatest achievements of science, resulting from almost two centuries of 
biochemical research. However, we do not know its origin or how it has evolved. 
In an initial study, we explored the relationship between protein architecture and 
function by tracing the total number of enzymatic functions associated with 
folds in the tree of architectures (Caetano-Anollés and Caetano-Anollés 2003). 
As expected, the most ancestral folds had the most enzymatic functions associ-
ated with them. This supports the proposal that during metabolic evolution 
enzymatic multifunctionality was replaced by specialized function (Kacser and 
Beeby 1984). We also explored the origins and evolution of modern metabolism 
using phylogenomic information embedded in protein structure. We first painted 
the ancestries of enzymes derived from rooted phylogenomic trees directly onto 
over one hundred metabolic subnetworks in mesonetworks defined by the Kyoto 
Encyclopedia of Genes and Genomes (KEGG) (Kim et al. 2006). This evolution-
ary tracing exercise involved linking metabolic enzymes to fold architectures 
and an analysis of 860,000 genomic sequences with HMMs (Fig. 6.9). To our 
knowledge, this represents the first global attempt to map evolutionary relation-
ships directly onto biological networks. Careful analysis of evolutionarily 
painted subnetworks revealed patchy distribution patterns indicative of wide-
spread enzymatic recruitment, consistent with previous evidence (Schmidt 
et al. 2003). It is noteworthy that the distribution of abundance of folds with 
various ancestries showed that mesonetworks differ in mean ancestry, with 
amino acids oldest and lipids and glycans youngest. We also revealed patterns 
of origin of modern metabolism (Caetano-Anollés et al. 2007). Apparently, a 
“big bang” of enzymatic diversification occurred at the base of the tree of pro-
tein architectures (Fig. 6.6). In fact, most enzymatic reactions at all levels of 
Enzyme Commission (EC) classification were associated with the nine most 
ancestral and widespread folds. Furthermore, phylogenetic trees reconstructed 
from enzymatic sharing of fold architectures and other information indicated 
that metabolism originated in the purine and pyrimidine subnetworks. 
Consequently, the first enzymatic take-over of a prebiotic chemistry involved 
the synthesis of nucleotides for the RNA world.

6.7 Evolutionary Genomics and Organismal Coexistence

An important focus of genomic research has been the identification of differences 
between genomes (Koonin et al. 2000) and the systematic grouping of hundreds of 
thousands of protein sequences into protein clusters based on sequence and struc-
tural similarities (Grant et al. 2004). Initial studies uncovered a diverse genetic 
repertoire and a large proportion of genes that were uniquely species-characteristic 
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(Doolittle 2005). With the advent of evolutionary genomics, the focus of research 
now shifts heavily towards molecular evolution and the mechanisms that fuel 
genomic sequence and structural divergence.

Evolutionary genomics places the comparative relationship of organisms within 
an evolutionary perspective, and does so at the genomic level. The interaction 
between organisms and the interaction of organisms with the environment are 
curbed by ecology and evolution and are therefore expected to affect complements 
defined by the survey of genomic component parts. A substantial body of evidence 
suggests complex interactions of gene products are responsible for the establish-
ment of pathogenic or symbiotic interactions. For example, plants and pathogenic 
microbes interact in an endless race to cause disease, and this interplay dominates 
many important issues in plant pathology (Schumann and D’Arcy 2006). However, 
our knowledge of how plant and microbial coexistence shapes genomic composi-
tion is limited (Ochman and Moran 2001). We know changes in microbes can be 
large and involve instances of lateral transfer events that exchange considerable 
genetic material and occur pervasively but not indiscriminately. The existence of 
fully sequenced genomes from pathogenic and non-pathogenic organisms as well 
as organisms that have different lifestyles now offer the opportunity to explore the 
specific effects of organismal coexistence on genomic repertoires. For example, in 
a recent study the proteomes of several parasites and symbionts exhibiting highly 
reduced genomes were compared (Chandonia and Kim 2006). The study showed 
that proteins performing essential functions closely related to transcription and 
translation exhibited a higher degree of fold usage than proteins in other functional 
categories. In a systematic and global study of 185 fully sequenced genomes exhib-
iting free-living, parasitic and obligate parasitic lifestyles, we revealed very specific 
effects of lifestyle on proteome composition at protein fold level (Wang et al. 
2007). For example, Fig. 6.10 shows how protein folds are used and how fold abun-
dance distributes along the tree of fold architectures in genomes from free-living 
(FL), parasitic (P) and obligate parasitic (OP) bacteria that establish interactions 
with plants.

The representative organisms analyzed illustrate the general tendency observed 
in genomes from organisms with P and OP lifestyles to diminish the number of 
folds used as well as their abundance, regardless of whether the lifestyle causes 
genomes to be reduced in size. These tendencies are general and are also observed 
in Archaea and Eukarya. Interestingly, even folds that are ancient and common to 
all fully sequenced genomes (ABE

o
) were considerably under-represented in P 

and OP bacterial genomes. This and other evidence suggests strongly that estab-
lishing parasitic (or symbiotic) interactions results in either protein architectural 
specialization or the forfeit of protein architectures in exchange of resources from 
their hosts.

These and many other studies suggest biotic and abiotic interactions impact the 
makeup and evolution of genomes. I anticipate that patterns and processes uncov-
ered by evolutionary genomics will explain these and other phenomena, benefiting 
the study of molecular diversity embodied in genome coexistence.
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Fig. 6.10 Impact of organismal lifestyle on protein fold architectures in bacterial proteomes. The 
genomes of four representative bacterial species known to interact with plants and harbor either 
free-living (FL), parasitic (P) or obligate parasitic (OP) lifestyles were studied and both fold 
genomic abundance and fold use determined (Wang et al., in preparation). Shewanella oneidensis
(So) is a FL bacterial species that is present in freshwater sediments and is known to inhabit a wide 
range of environments and utilize a wide variety of electron acceptors during anaerobic respira-
tion. Agrobacterium tumefaciens (At) is a pathogenic bacteria that produces tumors (crown galls) 
on dicotyledoneous plants. Mesoplasma florum (Mf) is a mollicute that establishes P interactions 
with plants, insects and mammals and has a highly reduced genome. Finally, onion yellows phy-
toplasma (Oy) is an OP organism that inhabits phloem sieve elements causing a variety of plant 
diseases. The bacterium has a highly reduced genome and interestingly, lacks the phosphotrans-
ferase system, the pentose phosphate pathway and ATP synthases. Fold abundance was studied as 
a function of the ancestry of individual folds measured by the number of nodes from the most 
ancestral fold (nd) in the tree of fold architectures. Folds specific to Archaea (A), Bacteria (B) and 
Eukarya (E) start appearing at an nd value of 0.439 that signals the transition between architectural 
and organismal diversification in the evolution of the protein world (Caetano-Anollés and 
Caetano-Anollés 2005). Fold usage in individual genomes was depicted in bar diagrams as the 
percentage of protein folds used that are either common to all fully sequenced genomes (ABE

o
),

common to all organismal domains (ABE) or specific to individual or sets of domains
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Chapter 7
Evolutionary Genomics of the Nitrogen-Fixing 
Symbiotic Bacteria

Víctor González(*ü ), Luis Lozano, Santiago Castillo-Ramírez, 
Ismael Hernández González, Patricia Bustos, Rosa I. Santamaría, 
José L. Fernández, José L. Acosta, and Guillermo Dávila

7.1 Introduction

Soil contains the most complex communities of microorganisms (Tringe et al. 
2005). The earth’s global ecology depends largely on the metabolic activities 
of different soil bacteria. One of these processes is biological nitrogen fixa-
tion. Nitrogen from the atmosphere is made available to plants either by  free-
living bacteria or symbionts associated with leguminous plants. There are 
ample  bacterial species that are able to establish nitrogen fixing symbiosis. 
Ordinarily known as rhizobia, they are grouped in different taxonomic families 
of the α-proteobacteria classified as Rhizobiaceae, Phylobacteriaceae and 
Bradyrhizobiaceae (Table 7.1) (Garrity et al. 2002). Recently, it was reported 
that some strains of Burkholderia, a member of the β-proteobacteria is also able 
to nodulate tropical legumes like Aspalathus carnosa (Moulin et al. 2001). The 
fact that the common nodulation genes nodA and nodB of Burkholderia spp 
STM678 are phylogenetically close to nod genes of rhizobia suggests a hori-
zontal gene transfer mechanism for acquisition of the nodulating ability (Moulin 
et al. 2001).

Many years of research have been dedicated to different aspects of nitrogen 
fixation in symbiosis. This has given a good general view of the process, but 
it is far from complete (Palacios and Newton 2005). Nowadays, the ability to 
sequence the complete genome of almost any organism has produced an 
 integral view of the physiology and evolution of the bacterial cell (Dávila and 
Palacios 2005). Several genomes of rhizobia and related bacteria have been 
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sequenced, and others are in process. To date, complete sequences are available for 
Mesorhizobium loti MAFF303099 (Kaneko et al. 2000), Sinorhizobium meliloti
1021 (Galibert et al. 2001), Bradyrhizobium japonicum USDA 110 (Kaneko et al. 
2002), Rhizobium etli CFN42 (González et al. 2003, 2006), and Rhizobium legumi-
nosarum 3841 (Young et al. 2006). There is also information about the symbiotic 
plasmid of Rhizobium spp NGR234 (Freiberg et al. 1997) and the chromosomal 
symbiotic island of M. loti R7A (Sullivan et al. 2002). All of these rhizobia are of 
great economic importance because their hosts are domestic legumes like alfalfa, 
pea and beans. In addition, very recently it was reported the complete genome 
sequence of two strains of Bradyrhizobium spp that make stem nodules in the 
aquatic leguminous plant Aeschynomene. Remarkably, no canonical nodABC genes 
neither typical lipochitoligosaccarides Nod factors are present in these strains 
(Giraud et al. 2007). This chapter is aimed at highlighting the main features of the 
complete genomes of nitrogen fixing symbiotic rhizobia available so far, concur-
rently with genome comparisons and  discussion on the current views on the 
 evolution of these complex genomes.

Table 7.1 General features of the complete genomes of nitrogen fixing symbiotic bacteria

    Phylo- Brady-
Family Rhizobiaceae  bacteriaceae rhizobiaceae

Features R. etli R. leguminosarum S. meliloti M. loti B. japonicum

Size, bp 6,535,229 7,751,309 6,691,694 7,036,071 9,105,828
Number of replicons 1cc*, 6p** 1cc, 6p 1cc, 2p 1cc, 2p 1cc
GC average % 60.54% 60.86% 62.10% 60% 64.10%
Ribosomal RNA  3 3 3 2 1

operons
tRNAs 50 52 54 50 50
Total CDS 6,034 7,263 6,204 6,752 8,317
CDS in functional   – 3,703  3,675  4,348

classes (71%) (60%) (54%) (52%)
Hypothetical CDS 1,389 – 1,993  1,423  2,506

(23%) (32%) (21%) (30%)
Orphan CDS 358  – 508  1,654  1,463

(6%) (8%) (25%) (18%)
Transcriptional  536  – 539  539  567 

regulators (8%) (7.4%) (7.4%) (6.8%)
Transporters 837  816 744  764  752 

(13.7%) (12%) (12%) (9%)
External elements 157   136  171  167 

(2.6%) (2.2%) (2.5%) (2%)
Sigma subunits 23 16 13 23 23

* Circular chromosome

**Plasmids
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7.2 Origin, Taxonomy and Phylogeny

Several important reviews concerning the diversity and phylogenetic relationships 
of rhizobia have been published during the recent years (Lloret and Martínez-
Romero 2005; Martínez-Romero 2003; Sessitsh et al. 2002). Analyses and simula-
tions of the earth’s early atmosphere indicate that nitrogen fixation is an ancient 
function estimated to have originated in the archean period about 3000 million 
years ago (MYA) (Kasting and Siefert 2001; Navarro-González et al. 2001). The 
scattered distribution of nif genes among different species of bacteria and archea 
suggests two possible scenarios about the origin. As an ancient function, nitrogen 
fixation may have originated from the last common ancestor, and was then inherited 
by all species but not all of these retained the trait. Alternatively, lateral transfer of 
nif genes among lineages may have resulted in the same phylogenetic pattern. 
Nevertheless, this is still a controversial issue.

Estimates of the divergence dates of rhizobia based on paralogous glutamine 
synthetase genes (GSI and GSII) suggest that fast-growing rhizobia lineages were 
established 203–324 MYA (Turner and Young 2000). Bradyrhizobia, the slow-
growing rhizobia, is the more ancient branch calculated to have diverged about 
507–553 MYA (Turner and Young 2000). In contrast, nodulation may have emerged 
when terrestrial plants appeared, 400 MYA and flourished as symbiosis with the 
expansion of the Leguminosae family 100 MYA (Lloret and Martínez-Romero 
2005).

Rhizobia diversity has been assessed by a variety of methods. All indicate that 
rhizobia are highly heterogeneous since they differ in growth rates, biosynthetic 
pathways, catabolic activities, habitats, plasmid content, and the lipo and exopoly-
sacharides structures. Phylogenetic reconstructions fail to place rhizobia as a coher-
ent clade. Instead, phylogenies locate rhizobia species intermingled with 
non-symbiotic species. Actually, seven different symbiotic genera are recognized 
among the α-proteobacteria, Rhizobium, Sinorhizobium, Bradyrhizobium,
Mesorhizobium, Azorhizobium, Devosia, and Methylobacterium. The whole 
genome sequence of model species of four genera has been achieved (Table 7.1). 
These are included in the order Rhizobiales for which a phylogeny based on the 
complete genomes available is shown here (Fig. 7.1). The tree constructed by using 
636 orthologous proteins located in the chromosome matches very well phyloge-
netic reconstructions based on 16 S ribosomal RNA genes. As seen in Fig. 7.1, 
symbiotic species are in the same evolutionary branches of species without 
 symbiotic traits. Moreover, these non-symbiotic species have very different life-
styles that in some cases contrast with symbiosis. More specifically, B. japonicum
is related to Rhodopseudomonas palustris, a photoautothrophic and chemoauto-
throphic organism; S. meliloti, R. etli and R. leguminosarum are near relatives of the 
plant pathogen A. tumefaciens; and M. loti seems to be in the same branch that leads 
to mammal pathogens Bartonella and Brucella. Such distribution indicates that 
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symbiosis, once acquired, has evolved in different and divergent genomic 
backgrounds.

7.3 Genome Structure

Rhizobia genomes are partitioned into several replicons, variable in size and 
number (Jumas-Bilak et al. 1998). A circular chromosome contains the majority of 
the essential genes, whereas plasmids encode diverse functions that are considered 
auxiliary. The exception to this arrangement is B. japonicum which has only one 
replicon. A. tumefaciens, closely related to Rhizobium genus, has an unusual 
genome organization including a linear chromosome (Allardet-Servent et al. 1993). 
Differences in genome architectures could be explained by rearrangements, hori-
zontal transfer and cointegration of replicons. Some recent experiments have shown 
that S. meliloti and Rhizobium spp NGR234 could fuse their replicons into a single 
molecule without altering the symbiotic or growth properties of the strains (Guo 

Rhodopseudomonas palustris CGA009
Rhodopseudomonas palustris HaA2

Bradyrhizobium japonicum

Nitrobacter winogradski

Mesorhizobium loti

Bartonella henselae

Bartonella quintana

Brucella suis

Brucella abortus
Brucella meliltensis bv abortus

Brucella melitensis

Sinorhizobium meliloti

Rhizobium etli
Rhizobium
leguminosarum

Agrobacterium
tumefaciens

Fig. 7.1 Phylogenetic relationships among 15 species of the order Rhizobiales for which com-
plete genomes are available. The unrooted tree was constructed by using 636 concatenated 
orthologous proteins common to all the species and parsimony methods (Protpars program of the 
Phylip package). Orthologous proteins were defined as reciprocal best-hits between pairs of spe-
cies. Branch length is not equivalent to evolutionary distance
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et al. 2003; Mavingui et al. 2002). However, this arrangement is unstable and 
reverts to its original state after several replications (Guo et al. 2003). It has been 
proposed that a subdivided genome might confer adaptive advantages to rhizobia 
allowing the redistribution of dispensable genes to cope with challenging environ-
ments (González et al. 2006).

Plasmids have long been considered unessential molecules, or, as proposed by 
Campbell, needed only occasionally under certain conditions during the life of the 
bacterium (Campbell 1981). Genome sequences have revealed that some genes that 
are essential in different bacteria, in rhizobia are present in plasmids. For instance, 
the minCDE genes required for cell division in E. coli have been found on the 
pSymB of S. meliloti, the p42e of R. etli, the pRL11 of R. leguminosarum, and on 
the linear chromosome of A. tumefaciens and chromosome II of Brucella. Recent 
genetic analysis of the minCDE genes of S. meliloti has shown that they are dispen-
sable for cell viability. Mutants in minCDE do not alter the growth properties and 
only mutations in minE produce branched cells and diminished symbiotic perform-
ance (Cheng et al. 2007). Undoubtedly, plasmids represent an important source of 
variation in natural rhizobia population, and we know only a fraction of the func-
tions encoded by them.

Almost all plasmids found in rhizobia replicate using RepABC proteins, a sys-
tem only found in α-proteobacteria (Ramírez-Romero et al. 1997). The linear 
chromosome of A. tumefaciens and chromosome II of Brucella species also have 
this type of replicator. The proteins RepA and RepB are involved in partition and 
RepC is the initiator protein for replication (Ramírez-Romero et al. 2000). Because 
of the high number of plasmids present in every rhizobia isolated from the field, 
efficient incompatibility systems are expected to be operating (Soberón et al. 2004). 
Necessarily, plasmids that coexist in the same genomic background belong to dis-
tinct incompatibility groups. They could have originated by duplication and diver-
gence of the RepABC system or, as proposed by Cevallos and colleagues, they have 
moved among different species by horizontal transfer evolving independently 
(Cevallos et al. 2002).

The complexity of the rhizobial genomes raises important questions about 
advantages related to such large genomes. How have the replicons present in the 
same strain coevolved and coadapted? What is the origin of multiple replicons? 
Some insights on these matters are emerging from the analysis of R. etli and 
R. leguminosarum, which possess the most complex system of replicons of any 
sequenced genome so far (González et al. 2006; Young et al. 2006). R. etli con-
tains six plasmids, four of them showing similar features such as GC content, 
codon usage, and comparable distribution of groups of orthologous genes (COGs) 
that resemble the chromosome. The other two plasmids, called the p42a and p42d 
(pSym) differ completely in these features and also harbor most of the ISs found 
in the genome (González et al. 2006). Furthermore, bioinformatic analyses of the 
predicted protein associations among replicons show that p42a and p42d are the 
replicons that are connected least with the rest of the genome (González et al. 
2006). These data are consistent with the notion that plasmids p42a and p42d 
were acquired recently, while the rest of the plasmids share long-term coevolution
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with the chromosome. Like that of R. etli, the genome of R. leguminosarum is 
subdivided into seven replicons. By means of analysis of the nucleotide com-
position and quartop phylogenies, Young et al. (2006) have shown that the 
R. leguminosarum genome can be formed by two components: a “core”, which is 
higher in GC and mainly placed in the chromosome, and an “accessory” compo-
nent, lower in GC and located on the plasmids and chromosomal islands. This 
observation leads to the suggestion that horizontal gene transfer by phages and 
plasmids may have been occurred frequently in the history of R. leguminosarum
and related bacteria.

7.4 Symbiotic Genome Compartments

The majority of the genes needed for establishing symbiosis are in specific genome 
compartments (Symbiotic Genome Compartments, SGCs), either in plasmids or in 
islands integrated in the chromosome (González et al. 2003). They are very hetero-
geneous in size and gene content and represent a mosaic of genes possibly assem-
bled from different sources. Comparative analysis of the symbiotic plasmids 
pNGR234a of Rhizobium NGR234 spp, pSymA of S. meliloti, p42d of Rhizobium
etli CFN42, and the symbiotic islands of Mesorhizobium loti and Bradyrhizobium 
japonicum has evidenced the lack of synteny. As few as 20 homologous genes are 
common among the SGCs already compared. These include the nodABC, nodIJ,
nodD, nifHDKENXAB, fixABCX, fdxN, and fdxB. A few other genes like nodN,
fixK, fixNOQP, fixGHIS and fixL are also common symbiotic genes, but they are not 
always in SGCs. In contrast, there are more than 30 genes involved in symbiosis 
that are particular to certain rhizobial species (nodP, nodM, nodU, nod0, noeI, 
noeK, noeL, nolR, nolG, nfeD).

Current ideas about the origin of nodulation point to a probable recruitment of 
genes of the biosynthetic pathways of lipids and exopolysacharides. In fact, some 
nodulation genes like nodM and nodG are recent paralogs of the housekeeping 
glsM and fabG genes which participate in the biosynthesis of glucosamine and 
fatty acids respectively (López-Lara and Geiger 2001; Marie et al. 1992). Other 
nodulation proteins encoded by nodL and nodJ have been shown to be homolo-
gous to proteins for the transportation of capsular polysaccharides in gram-nega-
tive bacteria (Vázquez et al. 1993). In R. etli, nodulation genes are included into 
large clusters of genes coding for components of the external surface of the bac-
teria (González et al. 2006). The high number of paralogous genes found in 
rhizobia (see below) may have contributed to the origin and diversification of 
symbiosis.

Rhizobium symbiotic plasmids are related to Agrobacterium plasmids pTi 
and pRi that induce crown-galls or hairy-roots in dicotyledonous plants. Several 
authors have reported on the close evolutionary relationship between these 
classes of plasmids, suggesting that they may have chimeric origin (Moriguchi 
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et al. 2001). Supporting this idea, it has been found, in different SGCs, com-
plete or partial genetic systems for conjugation (tra/trb) or the type IV transport 
system (vir) that in Agrobacterium plasmids are responsible for transporting the 
T-DNA to plant cells. For instance, the pSymA of S. meliloti has retained par-
tially the vir, the pNGR234a has complete tra and trb systems but lacks the vir
genes (Barnett et al. 2001). Moreover, the p42d (the pSym of R. etli) has an 
entire set of virB genes and partially the tra region, but lacks trb and other vir
genes (González et al. 2003).

The genetic heterogeneity of the SGCs suggests that they have been shaped dur-
ing evolution by rearrangements, recombination, horizontal transfer, and transposi-
tion (González et al. 2003). Genetic rearrangements have been shown to occur in 
R. etli involving both plasmids and chromosome (Brom et al. 1991; Flores et al. 
1988). In particular, the pSym of R. etli is prone to undergo deletions and amplifica-
tions by recombination of the reiterated nifH genes (Romero et al. 1991). The high 
number of repeated sequences present in the SGCs suggests that the occurrence of 
rearrangements is very common, as was shown for the pSym of Rhizobium spp 
NGR234 (Flores et al. 2000). Furthermore, rearrangements involving the symbiotic 
region of R. tropici lead to increased symbiotic capabilities, such as competition for 
nodulation (Mavingui et al. 1997).

With the SGCs available so far, only general comparisons can be made. 
Nevertheless, to understand the evolution of SGCs, comparisons of SGCs from 
strains of the same specie are needed. Such studies have been done for the sym-
biotic islands of two strains of M. loti and for sequences of the pSym of various 
strains of R. etli (Flores et al. 2005; Sullivan et al. 2002). The symbiotic islands 
of the M. loti strains R7A and MAFF303099 have probably derived from an 
ancestral island. A conserved backbone of 248 kb shows clear colinearity, and 
about 98% nucleotide identity. In both islands the backbone is interrupted by 
insertions and deletions of diverse DNA segments. These specific regions har-
bor ISs (that are strain specific) and hypothetical genes. Interestingly, some 
segments of the islands are homologs of regions of the plasmids pMLa and 
pMLb of M. loti. Like in other SGCs, in the symbiotic island R7A there is a 
complete set of vir genes for the type IV secretion system, whereas the symbi-
otic island MAFF303099 lacks vir genes but has the genes for the type III 
secretion system.

Further insights on the mechanisms that contribute to the diversification of 
SGCs were published recently (Flores et al. 2005). A comparison of the varia-
tions in nucleotide sequences among pSym of different R. etli strains shows an 
asymmetric distribution of single nucleotide polymorphisms (Flores et al. 
2005). There are regions with few changes and regions with a high number of 
nucleotide substitutions. Moreover, some highly polymorphic sites share 
exactly the same changes in several strains. The authors propose that the major-
ity of the nucleotide substitutions are produced in the population by recombina-
tion, and that the contribution of mutations to polymorphism is relatively low 
(Flores et al. 2005).
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7.5 Horizontal Gene Transfer and Mobile Elements

Horizontal gene transfer is one of the major evolutionary forces in most bacteria 
(Gogarten et al. 2002; Lawrence and Hendrickson 2003). The rhizobial species are 
no exception. Different methods have been employed to infer cases of horizontal 
transfer, like GC composition, codon usage, GC composition in the third base of 
the codon, dinucleotide frequency, and phylogenetic testing for congruency (Ragan 
et al. 2006). In the rhizobial chromosome there are regions of lower GC content or 
dinucleotide composition that differ from the average. These islands contain genes 
related to integrases, transposons, DNA transfer and plasmid stabilization genes 
(Capela et al. 2001; González et al. 2006; Young et al. 2006). Insertion sequences 
belonging to distinct families like IS66, IS630, IS110, IS3, IS4, and others are par-
ticularly abundant in the SGCs. The prevalence of an IS family in a particular 
Rhizobium contrasts with its poor representation in others. For instance, the IS66 is 
the most abundant IS in R. etli but it is poorly represented in B. japonicum
(González et al. 2006). Even though the role of horizontal transfer in rhizobial evo-
lution is widely recognized, precise estimates of the degree and rates of gene acqui-
sitions are still lacking.

There is good evidence suggesting that symbiotic plasmids and islands might 
have been acquired during the evolution of rhizobia. In general, SGCs have a lower 
GC content and different codon usage compared with the rest of the genome. As 
mentioned before, they also have numerous insertion sequences and, in some cases, 
phage sequences on their borders, which may indicate the acquisition of these 
regions by lateral transfer. Because of these characteristics, it has been proposed 
that the symbiotic regions correspond to entire mobile genetic elements (Kaneko 
et al. 2002).

It is well known that rhizobia have conjugative plasmids and phages that could 
be the means of gene dissemination in the bacterial population. The role of phages 
in gene transfer has been poorly studied, whereas self-transmissible symbiotic plas-
mids have been described in Rhizobium leguminosarum, Rhizobium spp NGR234, 
R. etli, and S. meliloti (Jhonston 1978; Pérez-Mendoza et al. 2004; Tun-Garrido 
et al. 2003; Herrera-Cervera et al. 1998). The plasmids pRL1J1 of R.  leguminosarum
and pNGR234a of Rhizobium spp are able to conjugate at relatively high frequen-
cies in laboratory conditions by a mechanism that involves quorum sensing (Danino 
et al. 2003; He et al. 2003). Indeed, genomic sequences of the symbiotic plasmids 
and islands have revealed the presence of conjugative systems encoded by tra and 
trb genes (Freiberg et al. 1997; González et al. 2003; Sullivan et al. 2002). In R. etli
there are two well-characterized conjugative plasmids. One is the 194-kb p42a 
plasmid that is transmissible at high frequencies depending on cell-density (Tun-
Garrido et al. 2003). Moreover, p42a can mobilize the symbiotic plasmid p42d of 
R. etli by a mechanism that involves cointegration of both replicons (Brom et al. 
2004). Recently, it has been shown that the symbiotic plasmid p42d of R. etli trans-
fers itself, this process requiring a protein encoded by the gene yp028 (Pérez-
Mendoza et al. 2004). Furthermore, it was also shown that the conjugal transfer of 
the pSym of R. etli and S. meliloti are repressed in laboratory conditions by the 
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product of rctA, a DNA winged-helix DNA binding transcriptional regulator 
(Pérez-Mendoza et al. 2005). These data indicate that conjugative transfer of the 
symbiotic plasmids could be activated in natural conditions once an environmental 
signal, as yet unknown, is present.

The most persuasive evidence of horizontal transfer of symbiotic plasmids 
comes from experiments carried out in New Zealand (Sullivan et al. 1995). After 
the introduction of an inoculant strain of M. loti into a field devoid of native 
Mesorhizobium, a set of genetically diverse strains that contain symbiotic regions 
identical to that of the introduced strain was recovered (Sullivan et al. 1995). 
Furthermore, it was shown that the symbiotic region that was transferred is about 
500 kb-long and inserted into the chromosomal loci for tRNA-phe (Sullivan and 
Ronson 1998).

7.6 Genetic and Metabolic Redundancy

Rhizobia face many challenging situations in the soil and in the nodule. They com-
pete for energy sources with other microorganisms and cope with variable environ-
mental conditions like humidity, drought, salinity, pH, temperature and others. We 
may think that some strategies exist for successful survival in such an environment. 
Rhizobia are heterotrophic obligate microaerophiles that can assimilate a wide 
range of rhizosphere carbon and nitrogen sources (Galibert et al. 2001; González 
et al. 2003; Goodner et al. 2001; Kaneko et al. 2000, 2002; Wood et al. 2001). They 
can exploit many sugars (mannose and rhamnose) present in plant root exudates as 
well as other rhizosphere compounds such as rhizopines (Prell and Poole 2006). 
They can also uptake many nutrients that exist in low concentrations in the soil by 
means of a large number of ABC transporters (Prell and Poole 2006). Such meta-
bolic plasticity can be accounted for by the extensive genetic redundancy already 
evidenced by the high number of gene duplications in rhizobia (González et al. 
2006). For instance, global genomic analysis shows that there are more isozymes 
in the genomes of R. etli and S. meliloti than in those of E. coli (González et al. 
2006). In fact, in R. etli there are many isozymes for aminoacid biosynthesis dis-
tributed in both plasmids and chromosome. There are also an important number of 
pathways for fermentation, degradation and assimilation of aminoacids, aromatic 
compounds, carboxylates, sugars and polysaccharides. Such metabolic plasticity 
might be related to different degrees of physiological responses and the alternative 
regulation needed to be successful in the soil. In effect, large families of transcrip-
tional regulators exist in rhizobia accounting for 9% of the total gene content, 
including members of the families LysR, TetR, AraC, LacI, and GntR. In addition, 
substantial amounts of two-component regulators indicate that signal transduction 
is a frequent mean for coordinating environmental responses. Moreover, Rhizobia 
harbor a high number of sigma factors of unknown function (Table 7.1). There are 
three basic sigma factors, RpoD, RpoN, and RpoH and several sigma factors 
belonging to the class of extracytoplasmic factors (ECFs). Various ECFs have been 
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studied in species other than rhizobia, having diverse roles like iron uptake, toxin 
secretion, alginate biosynthesis, and others. With the exception of ECF RpoI, that 
in R. leguminosarum controls the siderophore synthesis, the physiological role of 
the other ECFs is unknown. RpoS, the sigma factor that controls the transition to 
the stationary phase of growth in enterobacteria is notably absent from rhizobia.

7.7 An Ancestral Chromosome?

It has been suggested that an ancestral chromosome was present in the origin of the 
α-proteobacteria group and consequently in species of the order Rhizobiales 
(Boussau et al. 2004; Galibert et al. 2001). Such an ancestral chromosome might 
have had 3000–5000 genes and could have been well adapted to saprophytic life. 
Thus, the ability to interact with animal or vegetal cells is a derived character spe-
cific for some species. Interestingly, two opposite phenomena have taken place 
in the α-proteobacteria: massive genome expansions in Rhizobiales associated 
to plants, and genome contractions in several branches of Rhizobiales and 
Ricketssiales, pathogens of mammals (Ricketssia, Brucella, and Bartonella) or 
endosymbionts of insects (Wolbacchia) (Boussau et al. 2004). In fact, rhizobia have 
a high amount of paralogous genes. Most of them are ancient duplications. The 
number of paralogous genes in the five complete genomes of rhizobia represents 
30–40% of the total gene content (Galibert et al. 2001; González et al. 2006). As 
was shown for R. etli, paralogous families with the largest number of members 
belong to diverse ABC transporters, transcription regulators, and a variety of genes 
related to the metabolism of amino acids, nucleotides, carbohydrates, coenzymes, 
lipids, inorganic ions, and secondary metabolites (González et al. 2006). It has been 
proposed that bacteria with large genomes are more ecologically successful in 
environments where resources are scarce but diverse, and there is no disadvantage 
for slow growth (Konstantinidis and Tiedje 2004). This is the expected situation 
that rhizobia confront in the soil.

It has been shown that gene order is well correlated with the phylogenetic dis-
tance that separates the different clades (Tamames 2001). Synteny maps of 
Rhizobiales chromosomes reveal a very high degree of colinearity between pairs of 
related species (Fig. 7.2) (Boussau et al. 2004; González et al. 2006; Goodner et al. 
2001). Indeed, they reveal the close relationship of symbiotic species with plant or 
mammal pathogens. For instance, S. meliloti and R. etli chromosomes are very 
conserved among themselves and with A. tumefaciens (plant pathogen), but they 
also are very syntenic with the chromosome I of Brucella species. In contrast, plas-
mids or secondary chromosomes do not display any synteny pattern (González 
et al. 2006).

As has been discussed, rhizobia are not a homogeneous group, and the propor-
tion of orthologous genes shared between closer species like R. etli and S. meliloti,
is nearly 60% of the total gene content, whereas B. japonicum, the most divergent 
lineage, shares 42% of the orthologs with other rhizobia (González et al. 2006). 
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These observations suggest that not only gene duplications or gene acquisitions by 
horizontal transfer have had a role in rhizobia evolution but also severe gene losses 
have occurred. Conversely, it may be expected that a set of common genes would 
be present in rhizobia but absent from close relatives like A. tumefaciens or 
Brucella. In fact, by discounting the common orthologs between the plant pathogen 
A. tumefaciens and rhizobia, a set of about 500 genes constitute a core shared exclu-
sively by R. etli and S. meliloti or by R. leguminosarum, B. japonicum and 
S. meliloti, and are not found in close relatives. These genes include the well-known 
nif, fix and nod genes, large families of adenylate cyclases and glutathione reduct-
ases, and several sigma factors that are not found in A. tumefaciens (González et al. 
2006). Moreover, the core includes genes of all functional classes but not essential 
for cell survival, as well as hypothetical genes, perhaps related to symbiosis 
(González et al. 2006; Young et al. 2006).
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Fig. 7.2 Syntenic relationships between the chromosomes of pairs of rhizobia species. Complete 
chromosomes were aligned using the PROMER application of the MUMMER package (Delcher 
et al. 1999). All matching and alignments were performed on the six frame aminoacid translation 
of the DNA input sequences. These are used to perform pairwise alignments. Diagonals represent 
maximal matches between pairs of sequences. Points or lines outside the diagonals are matches 
due to repeated aminoacid stretches of paralogous genes or domains. Recently, two additional 
complete genomes of Bradyrhizobium spp have been reported and comparisons with B. japonicum
USDA110 show several syntenic regions but also extensive rearrangements of other segments. 
Authors suggest that Bradyrhizobium genomes are highly plastic by the presence of numerous 
mobile elements (Giraud et al. 2007)
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7.8 Conclusions

The advent of genomics has changed our point of view about biology. Integrative 
approaches based on the knowledge of all genetic elements of the cell are currently 
used to answer fundamental questions. For many years, researchers in the field of 
nitrogen fixation have had questions about the origin and evolution of symbiosis. 
How do nod and nif genes unite to perform a complex function? Why is the distri-
bution of the symbiotic trait so scattered? What is the functional connection 
between the symbiotic metabolism and the rest of the cellular metabolism? What 
are the commonalities and differences within rhizobia? Surely, field researchers 
have many other questions, but we can conclude on some suggestive ideas derived 
from genomic analysis. The ancestor of the present day rhizobia species likely had 
a large genome with broad biosynthetic capabilities to survive in variable environ-
ments where energy sources were scarce (Boussau et al. 2004). The high number 
of paralogous families presently found in the rhizobia genomes is the reflection of 
ancient mechanisms (Galibert et al. 2001; González et al. 2006). Thus, the ancestor 
of rhizobia was well-adapted to the saprophytic life-style, and the ability to perform 
symbiosis might have been a function acquired by rhizobia along the course of the 
evolution. Gene recruitment, through gene duplication and horizontal transfer, not 
only enriched the evolution of symbiosis but contributed to expanding the meta-
bolic repertoire of rhizobia.

Acknowledgements The authors wish to thank to José Espíritu and Víctor del Moral for techni-
cal assistance during the writing of this chapter. This work is supported by grants from PAPIIT 
IN223005-3 and CONACyT U46333-Q.

References

Allardet-Servent A, Michaux-Charachon S, Jumas-Bilak E, Karayan L, Ramuz M (1993) Presence 
of one linear and one circular chromosome in the Agrobacterium tumefaciens C58 genome. J 
Bacteriol 175:7869–7874

Barnett MJ, Fisher RF, Jones T, Komp C, Abola AP, Barloy-Hubler F, Bowser L, Capela D, 
Galibert F, Gouzy J, Gurjal M, Hong A, Huizar L, Hyman RW, Kahn D, Kahn ML, Kalman S, 
Keating DH, Palm C, Peck MC, Surzycki R, Wells DH, Yeh K-C, Davis RW, Ederspiel NA, 
Long SR (2001) Nucleotide sequence and predicted functions of the entire Sinorhizobium
meliloti pSymA megaplasmid. Proc Natl Acad Sci USA 98:9883–9888

Boussau B, Karlberg EO, Frank AC, Legault BA, Andersson SG (2004) Computational inference of 
scenarios for alpha-proteobacterial genome evolution. Proc Natl Acad Sci USA 101:9722–9727

Brom S, García de los Santos A, de Lourdes Girard M, Dávila G, Palacios R, Romero D (1991) 
High-frequency rearrangements in Rhizobium leguminosarum bv. phaseoli plasmids. J 
Bacteriol 173:1344–1346

Brom S, Girard L, Tun-Garrido C, Santos AG, Bustos P, González V, Romero D (2004) Transfer 
of the symbiotic plasmid of Rhizobium etli CFN42 requires cointegration with p42a, which 
may be mediated by site-specific recombination. J Bacteriol 186:7538–7548

Campbell A (1981) Evolutionary significance of accessory DNA elements in bacteria. Annu Rev 
Microbiol 35:55–83



7 Genomics of the Nitrogen-Fixing Symbiotic Bacteria 195

Capela D, Barloy-Hubler F, Gouzy J, Bothe G, Ampe F, Batut J, Boistard P, Becker A, Boutry M, 
Cadieu E, Dréano S, Gloux S, Godrie T, Goffeau A, Kahn D, Kiss E, Lelaure V, Masuy D, 
Pohl T, Portetelle D, Pühler A, Purnelle B, Ramsperger U, Renard C, Thébault P, Vandenbol 
M, Weidner S, Galibert F (2001) Analysis of the chromosome sequence of the legume symbi-
ont Sinorhizobium meliloti strain 1021. Proc Natl Acad Sci USA 98:9877–9882

Cevallos MA, Porta H, Izquierdo J, Tun-Garrido C, García-de-los-Santos A, Dávila G, Brom S 
(2002) Rhizobium etli CFN42 contains at least three plasmids of the repABC family: a struc-
tural and evolutionary analysis. Plasmid 48:104–116

Cheng J, Sibley CD, Zaheer R, Finan TM (2007) A Sinorhizobium meliloti minE mutant has an 
altered morphology and exibits defects in legume symbiosis. Microbiology 153:375–387

Danino VE, Wilkinson A, Edwards A, Downie JA (2003) Recipient-induced transfer of the sym-
biotic plasmid pRL1JI in Rhizobium leguminosarum bv. viciae is regulated by a quorum-
 sensing relay. Mol Microbiol 50:511–525

Dávila G, Palacios R (2005) Origins of genomics in nitrogen fixation research. In: Palacios R, 
Newton WE (eds) Genomes and genomics of nitrogen-fixing organisms. Springer, Berlin 
Heidelberg New York, pp 1–6

Delcher AL, Kasif S, Fleishman RD, Peterson J, White O, Salzberg SL (1999) Alignment of 
whole genomes. Nucleic Acids Res 27:2369–2376

Flores M, González V, Pardo MA, Leija A, Martínez E, Romero D, Piñero D, Dávila G, Palacios 
R (1988) Genomic instability in Rhizobium phaseoli. J Bacteriol 170:1191–1196

Flores M, Mavingui P, Perret X, Broughton WJ, Romero D, Hernández G, Dávila G, Palacios R 
(2000) Prediction, identification, and artificial selection of DNA rearrangements in Rhizobium:
toward a natural genomic design. Proc Natl Acad Sci USA 97:9138–9143

Flores M, Morales L, Avila A, González V, Bustos P, García D, Mora Y, Guo X, Collado-Vides J, 
Piñero D, Dávila G, Mora J, Palacios R (2005) Diversification of DNA sequences in the sym-
biotic genome of Rhizobium etli. J Bacteriol 187:7185–7192

Freiberg C, Fellay R, Bairoch A, Broughton WJ, Rosenthal A, Perret X (1997) Molecular basis of 
symbiosis between Rhizobium and legumes. Nature 387:394–401

Galibert F, Finan TM, Long SR, Puhler A, Abola P, Ampe F, Barloy-Hubler F, Barnett MJ, Becker A, 
Boistard P, Bothe G, Boutry M, Bowser L, Buhrmester J, Cadieu E, Capela D, Chain P, 
Cowie A, Davis RW, Dreano S, Federspiel NA, Fisher RF, Gloux S, Godrie T, Goffeau A, 
Golding B, Gouzy J, Gurjal M, Hernandez-Lucas I, Hong A, Huizar L, Hyman RW, Jones T, 
Kahn D, Kahn ML, Kalman S, Keating DH, Kiss E, Komp C, Lelaure V, Masuy D, Palm C, 
Peck MC, Pohl TM, Portetelle D, Purnelle B, Ramsperger U, Surzycki R, Thebault P, 
Vandenbol M, Vorholter FJ, Weidner S, Wells DH, Wong K, Yeh KC, Batut J (2001) The 
composite genome of the legume symbiont Sinorhizobium meliloti. Science 293:668–672

Garrity GM, Jhonson KL, Bell JA, Searles DB (2002) Taxonomic outline of the Procaryotes. 
Release 3.0. In: Bergey’s manual of systematic bacteriology. Springer, Berlin Heidelberg New 
York, p 365

Giraud E, Moulin L, Vallenet D, Barbe V, Cytryn E, Avarre JC, Jaubert M, Simon D, Cartieaux F, 
Prin Y, Bena G, Hannibal L, Fardoux J, Kojadinovic M, Vuillet L, Lajus A, Cruveiller S, Rouy Z, 
Mangenot S, Segurens B, Dossat C, Franck WL, Chang WS, Saunders E, Bruce D, Richardson 
P, Normand P, Dreyfus B, Pignol D, Stacey G, Emerich D, Vermeglio A, Medigue C, Sadowsky 
M (2007) Legumes symbiosis: abscence of nod genes in photosynthetic Bradyrhizobia. 
Science 316:1307–1311

Gogarten JP, Doolittle WF, Lawrence JG (2002) Prokaryotic evolution in light of gene transfer. 
Mol Biol Evol 19:2226–2238

Gonzalez V, Bustos P, Ramirez-Romero MA, Medrano-Soto A, Salgado H, Hernandez-Gonzalez I, 
Hernandez-Celis JC, Quintero V, Moreno-Hagelsieb G, Girard L, Rodriguez O, Flores M, 
Cevallos MA, Collado-Vides J, Romero D, Davila G (2003) The mosaic structure of the sym-
biotic plasmid of Rhizobium etli CFN42 and its relation to other symbiotic genome compart-
ments. Genome Biol 4:R36

Gonzalez V, Santamaria RI, Bustos P, Hernandez-Gonzalez I, Medrano-Soto A, Moreno-Hagelsieb 
G, Janga SC, Ramirez MA, Jimenez-Jacinto V, Collado-Vides J, Davila G (2006) The  partitioned



196 V. González et al.

Rhizobium etli genome: genetic and metabolic redundancy in seven interacting replicons. Proc 
Natl Acad Sci USA 103:3834–3839

Goodner B, Hinkle G, Gattung S, Miller N, Blanchard M, Qurollo B, Goldman BS, Cao Y, 
Askenazi M, Halling C, Mullin L, Houmiel K, Gordon J, Vaudin M, Iartchouk O, Epp A, Liu F, 
Wollam C, Allinger M, Doughty D, Scott C, Lappas C, Markelz B, Flanagan C, Crowell C, 
Gurson J, Lomo C, Sear C, Strub G, Cielo C, Slater S (2001) Genome sequence of the plant 
pathogen and biotechnology agent Agrobacterium tumefaciens C58. Science 294:2323–2328

Guo X, Flores M, Mavingui P, Fuentes SI, Hernández G, Dávila G, Palacios R (2003) Natural 
genomic design in Sinorhizobium meliloti: novel genomic architectures. Genome Res 
13:1810–1817

He X, Chang W, Pierce DL, Seib LO, Wagner J, Fuqua C (2003) Quorum sensing in Rhizobium
sp. strain NGR234 regulates conjugal transfer (tra) gene expression and influences growth 
rate. J Bacteriol 185:809–822

Herrera-Cervera JA, Sanjuan-Pinilla JM, Olivares J, Sanjuan J (1998) Cloning and identification 
of conjugative transfer origins in the Rhizobium meliloti genome. J Bacteriol 
180:4583–4590

Jhonston AWB, Beynon JL, Buchanan-Wollaston AV, Setchell SM, Hirsh PR, Beringer JE (1978) 
High frequency transfer of nodulating ability between strains and species of Rhizobium.
Nature 276:635–636

Jumas-Bilak E, Michaux-Charachon S, Bourg G, Ramuz M, Allardet-Servent A (1998) Unconventional 
genomic organization in the alpha subgroup of the Proteobacteria. J Bacteriol 180:2749–2755

Kaneko T, Nakamura Y, Sato S, Asamizu E, Kato T, Sasamoto S, Watanabe A, Idesawa K, 
Ishikawa A, Kawashima K, Kimura T, Kishida Y, Kiyokawa C, Kohara M, Matsumoto M, 
Matsuno A, Mochizuki Y, Nakayama S, Nakazaki N, Shimpo S, Sugimoto M, Takeuchi C, 
Yamada M, Tabata S (2000) Complete genome structure of the nitrogen-fixing symbiotic bac-
terium Mesorhizobium loti. DNA Res 7:331–338

Kaneko T, Nakamura Y, Sato S, Minamisawa K, Uchiumi T, Sasamoto S, Watanabe A, Idesawa K, 
Iriguchi M, Kawashima K, Kohara M, Matsumoto M, Shimpo S, Tsuruoka H, Wada T, 
Yamada M, Tabata S (2002) Complete genomic sequence of nitrogen-fixing symbiotic bacte-
rium Bradyrhizobium japonicum USDA110 (supplement). DNA Res 9:225–256

Kasting JF, Siefert JL (2001) Biogeochemistry: the nitrogen fix. Nature 412:26–27
Konstantinidis KT, Tiedje JM (2004) Trends between gene content and genome size in prokaryotic 

species with larger genomes. Proc Natl Acad Sci USA 101:3160–3165
Lawrence JG, Hendrickson H (2003) Lateral gene transfer: when will adolescence end? Mol 

Microbiol 50:739–749
Lloret L, Martínez-Romero E (2005) Evolución y Filogenia de Rhizobium. Rev Latinoam 

Microbiol 47:43–60
López-Lara IM, Geiger O (2001) The nodulation protein NodG shows the enzymatic activity of 

an 3-oxoacyl-acyl carrier protein reductase. Mol Plant Microbe Interact 14:349–357
Marie C, Barny MA, Downie JA (1992) Rhizobium leguminosarum has two glucosamine syn-

thases, GlmS and NodM, required for nodulation and development of nitrogen-fixing nodules. 
Mol Microbiol 6:843–851

Martínez-Romero E (2003) Diversity of Rhizobium-Phaseolus vulgaris symbiosis:overview and 
perspectives. Plant Soil 252:11–23

Mavingui P, Flores M, Romero D, Martínez-Romero E, Palacios R (1997) Generation of 
Rhizobium strains with improved symbiotic properties by random DNA amplification (RDA). 
Nat Biotechnol 15:564–569

Mavingui P, Flores M, Guo X, Dávila G, Perret X, Broughton WJ, Palacios R (2002) Dynamics 
of genome architecture in Rhizobium sp. strain NGR234. J Bacteriol 184:171–176

Moriguchi K, Maeda Y, Satou M, Hardayani NS, Kataoka M, Tanaka N, Yoshida K (2001) The 
complete nucleotide sequence of a plant root-inducing (Ri) plasmid indicates its chimeric 
structure and evolutionary relationship between tumor-inducing (Ti) and symbiotic (Sym) 
plasmids in Rhizobiaceae. J Mol Biol 307:771–784

Moulin L, Munive A, Dreyfus B, Boivin-Masson C (2001) Nodulation of legumes by members of 
the beta-subclass of Proteobacteria. Nature 411:948–950



7 Genomics of the Nitrogen-Fixing Symbiotic Bacteria 197

Navarro-González R, McKay CP, Mvondo DN (2001) A possible nitrogen crisis for Archaean life 
due to reduced nitrogen fixation by lightning. Nature 412:61–64

Palacios R, Newton WE (2005) Nitrogen fixation: origins, applications, and research progress. In: 
Palacios R, Newton WE (eds) Genomes and genomics of nitrogen-fixing organisms Springer, 
Berlin Heidelberg New York, pp ix–xiv

Pérez-Mendoza D, Domínguez-Ferreras A, Muñoz S, Soto MJ, Olivares J, Brom S, Girard L, 
Herrera-Cervera JA, Sanjuán J (2004) Identification of functional mob regions in Rhizobium
etli: evidence for self-transmissibility of the symbiotic plasmid pRetCFN42d. J Bacteriol 
186:5753–5761

Pérez-Mendoza D, Sepúlveda E, Pando V, Muñoz S, Nogales J, Olivares J, Soto MJ, Herrera-
Cervera JA, Romero D, Brom S, Sanjuán J (2005) Identification of the rctA gene, which is 
required for repression of conjugative transfer of rhizobial symbiotic megaplasmids. 
J Bacteriol 187:7341–7350

Prell J, Poole P (2006) Metabolic changes of rhizobia in legume nodules. Trends Microbiol 
14:161–168

Ragan MA, Harlow TJ, Beiko RG (2006) Do different surrogate methods detect lateral genetic 
transfer events of different relative ages? Trends Microbiol 14:4–8

Ramírez-Romero MA, Bustos P, Girard L, Rodríguez O, Cevallos MA, Dávila G (1997) Sequence, 
localization and characteristics of the replicator region of the symbiotic plasmid of Rhizobium
etli. Microbiology 143(8):2825–2831

Ramírez-Romero MA, Soberón N, Pérez-Oseguera A, Téllez-Sosa J, Cevallos MA (2000) 
Structural elements required for replication and incompatibility of the Rhizobium etli symbi-
otic plasmid. J Bacteriol 182:3117–3124

Romero D, Brom S, Martínez-Salazar J, Girard ML, Palacios R, Dávila G (1991) Amplification 
and deletion of a nod-nif region in the symbiotic plasmid of Rhizobium phaseoli. J Bacteriol 
173:2435–2441

Sessitsh A, Howieson JG, Perret X, Antoun H, Martínez E (2002) Advances in Rhizobium
research. Crit Rev Plant Sci 21:323–378

Soberón N, Venkova-Canova T, Ramírez-Romero MA, Téllez-Sosa J, Cevallos MA (2004) 
Incompatibility and the partitioning site of the repABC basic replicon of the symbiotic plasmid 
from Rhizobium etli. Plasmid 51:203–216

Sullivan JT, Ronson CW (1998) Evolution of rhizobia by acquisition of a 500-kb symbiosis island 
that integrates into a phe-tRNA gene. Proc Natl Acad Sci USA 95:5145–5149

Sullivan JT, Patrick HN, Lowther WL, Scott DB, Ronson CW (1995) Nodulating strains of 
Rhizobium loti arise through chromosomal symbiotic gene transfer in the environment. Proc 
Natl Acad Sci USA 92:8985–8989

Sullivan JT, Trzebiatowski JR, Cruickshank RW, Gouzy J, Brown SD, Elliot RM, Fleetwood DJ, 
McCallum NG, Rossbach U, Stuart GS, Weaver JE, Webby RJ, De Bruijn FJ, Ronson CW 
(2002) Comparative sequence analysis of the symbiosis island of Mesorhizobium loti strain 
R7A. J Bacteriol 184:3086–3095

Tamames J (2001) Evolution of gene order conservation in prokaryotes. Genome Biol 2(6):
research0020.1-0020.11

Tringe SG, von Mering C, Kobayashi A, Salamov AA, Chen K, Chang HW, Podar M, Short JM, 
Mathur EJ, Detter JC, Bork P, Hugenholtz P, Rubin EM (2005) Comparative metagenomics of 
microbial communities. Science 308:554–557

Tun-Garrido C, Bustos P, González V, Brom S (2003) Conjugative transfer of p42a from 
Rhizobium etli CFN42, which is required for mobilization of the symbiotic plasmid, is regu-
lated by quorum sensing. J Bacteriol 185:1681–1692

Turner SL, Young JP (2000) The glutamine synthetases of rhizobia: phylogenetics and evolution-
ary implications. Mol Biol Evol 17:309–319

Vázquez M, Santana O, Quinto C (1993) The NodL and NodJ proteins from Rhizobium and 
Bradyrhizobium strains are similar to capsular polysaccharide secretion proteins from Gram-
negative bacteria. Mol Microbiol 8:369–377

Wood DW, Setubal JC, Kaul R, Monks DE, Kitajima JP, Okura VK, Zhou Y, Chen L, Wood GE, 
Almeida NF Jr, Woo L, Chen Y, Paulsen IT, Eisen JA, Karp PD, Bovee D Sr, Chapman P, 



198 V. González et al.

Clendenning J, Deatherage G, Gillet W, Grant C, Kutyavin T, Levy R, Li MJ, McClelland E, 
Palmieri A, Raymond C, Rouse G, Saenphimmachak C, Wu Z, Romero P, Gordon D, Zhang S, 
Yoo H, Tao Y, Biddle P, Jung M, Krespan W, Perry M, Gordon-Kamm B, Liao L, Kim S, 
Hendrick C, Zhao ZY, Dolan M, Chumley F, Tingey SV, Tomb JF, Gordon MP, Olson MV, 
Nester EW (2001) The genome of the natural genetic engineer Agrobacterium tumefaciens
C58. Science 294:2317–2323

Young JP, Crossman LC, Johnston AW, Thomson NR, Ghazoui ZF, Hull KH, Wexler M, Curson 
AR, Todd JD, Poole PS, Mauchline TH, East AK, Quail MA, Churcher C, Arrowsmith C, 
Cherevach I, Chillingworth T, Clarke K, Cronin A, Davis P, Fraser A, Hance Z, Hauser H, 
Jagels K, Moule S, Mungall K, Norbertczak H, Rabbinowitsch E, Sanders M, Simmonds M, 
Whitehead S, Parkhill J (2006) The genome of Rhizobium leguminosarum has recognizable 
core and accessory components. Genome Biol 7:R34



Chapter 8
Genetic and Epigenetic Nature 
of Transgenerational Changes 
in Pathogen Exposed Plants

Alex Boyko and Igor Kovalchuk(*ü )

8.1 Introduction

Adverse environmental conditions named stresses are constantly shaping genomes 
of living organisms. Most of these external stimuli have a negative influence on 
growth, development, and reproduction (Arnholdt-Schmitt 2004; Madlung and 
Comai 2004). Avoidance represents the most common response to severe or long 
lasting environmental conditions. The organisms with a sedentary life style are 
unable to escape stress, and thus utilize mechanisms of tolerance and resistance. 
Plants integrate into the environment through the efficient use of adaptation 
 mechanisms that depends on the constant exchange of signaling molecules 
(reviewed in Cronk 2001).

Plants are the organisms that continue their development throughout the entire 
life cycle. The germ line in plants is not predetermined but is established during the 
development. This allows plants to percept stress and integrate the memory of it 
through multiple feedback mechanisms. The only possible way of transmitting the 
memory of stress is via the epigenetic regulations involving DNA methylation, his-
tone modifications and chromatin restructuring. These changes lead to the differen-
tial gene expression and allow to establish new epialleles, thus resulting in the 
destabilization of defined loci. The majority of these changes are neutral or deleteri-
ous, but in some rare cases they could be beneficial.

Constant exposure to certain stresses should lead to the selection of adaptive 
traits beneficial to these conditions. The retention and fixation of a necessary trait 
requires the selection from a number of neutral random changes in the genome. 
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Typically, plants don’t have time for all these changes to occur. Plants are also 
capable of acclimation, altering their homeostasis on a reduced time scale 
(Shinozaki et al. 2003; Sung et al. 2003). The fact that plants similarly respond to 
unrelated physical, chemical, or temporal environmental factors suggests the exist-
ence of complex intercrossing perception and response mechanisms (Shinozaki 
et al. 2003; Chinnusamy et al. 2004; Ludwig et al. 2004).

In the current chapter we discuss what is known about the stress-induced epige-
netic changes resulting in differential genome rearrangements and present several 
experiments indicating the role of methylation changes and homologous recombi-
nation in the plant response to pathogen stress.

8.2 Genome Stability is Regulated via Multiple Pathways

Genome instability is defined by the susceptibility of a genome to mutations and 
rearrangements, whereby a stable genome impedes these mechanisms. Major 
mechanisms of the genome protection involve the different arrangement of methyl-
ated and unmethylated histones and attachment of chromatin loops to the nuclear 
matrix. Changes in the chromatin structure represent the natural ability of plants to 
respond to stress (Takeda et al. 2004; Buchanan et al. 2005). DNA repair mecha-
nisms including two double strand-break repair pathways, non-homologous end-
joining (NHEJ) and homologous recombination (HR) represent a more direct way 
of the genome protection (Jeggo 1998; Hays 2002).

Plants regulate the genome rearrangements by applying different DNA repair 
mechanisms at different developmental stages. Arabidopsis plants have higher HR 
frequency (HRF) at early developmental stages (Boyko et al. 2006c). In contrast, 
the frequency of NHEJ employment does not change. It is possible that the older 
cells suppress the activity of HR in order to decrease the chances of deleterious 
rearrangements in the polyploidy cells (Boyko et al. 2006c). The younger cells can 
have an elevated HRF in order to allow the inheritance of genome rearrangements. 
In this case, the exposure to mutagen early at the developmental stage should result 
in a higher increase of HR frequency. Recent data indeed showed that the exposure 
to UVB early in the development resulted in a higher increase in HRF when com-
pared to the exposure at a later stage (Boyko et al. 2006a).

8.3  The Homologous Recombination as a Mechanism 
Supporting Rearrangements

The homologous recombination is the primary mechanism responsible for 
crossing over events during meiosis (Gerton and Hawley 2005), and as such 
could serve as the main mechanism for creating diversity. The HR can prove 
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dangerous to cells, as it can quickly generate the recessive genotypes from het-
erozygous loci. The recessive traits, however, are not necessarily deleterious, as 
they may appear to be useful under certain environmental conditions. The 
organisms with a large proportion of traits in the heterozygous stage could have 
the advantage from the evolutionary point of view because of having “evolu-
tionary flexible” genomes. It can be suggested that the genome stability is 
closely monitored to balance risks of negative events with the need for genome 
diversity.

The addition of methyl groups to DNA as well as histone deacetylation and spe-
cific changes in histone methylation stabilize the genome and prevent the recombi-
nation events, whereas the loss of methyl groups, termed hypomethylation and 
histone acetylation allow such events to occur (Engler et al. 1993; Madlung and 
Comai 2004).

8.4  Regulation of Gene Expression via Chromatin 
Modifications

Gene expression is regulated by various mechanisms including kinase-activated 
transcription factors, RNA turnover, posttranscriptional gene silencing as well as 
changes in protein half-life (Jover-Gil et al. 2005). One more mechanism involved 
in the establishment of new chromatin structures is small regulatory RNAs, named 
short interfering (si)RNAs, involved in targeting specific genome areas and estab-
lishing a new chromatin structure (Mathieu and Bender 2004; Steimer et al. 2004; 
Kapoor et al. 2005). This process starts by the generation of sequence specific 
siRNAs via the developmental regulation or change in environmental conditions 
that are capable of spreading to specific tissue or plant organs and promoting 
changes in a methylation status followed by changes in methylation/acetylation of 
specific histones (Steimer et al. 2004; Sunkar and Zhu 2004; Borsani et al. 2005). 
Such changes in chromatin structure reinforced by the small regulatory RNAs 
allow one to establish and maintain new patterns of chromatin modifications 
required for the proper leaf development and transition to flowering (Fransz and 
de Jong 2002; Liu et al. 2004; Peragine et al. 2004; Grigg et al. 2005; Kandasamy 
et al. 2005).

Gametes are produced in plants from meristemic cells. The ability of these cells 
to accumulate the information from the developing plant makes it possible to incor-
porate epigenetic signals into a unique methylation pattern. The newly developed 
progeny will likely have changes in the pattern of gene expression at differently 
methylated loci. This variation in the gene expression can be easily found in the 
population of plants, and it represents a heritable epimutation event. The advantage 
of having epimutations is that they are often reversible, making the resulting phe-
notypes more variable and less severe as compared to those resulting from sequence 
changes (Cronk 2001).
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8.5 Exposure to Stress Influences Methylation Status and HRF

Plants – as any other organisms – have the ability to perceive stress and respond to 
it via differential changes in methylation pattern. Indeed, it has been shown that 
cold treatment promotes tissue-specific hypomethylation of the particular genome 
regions, including those specific to retrotransposon sequences (Steward et al. 
2002). Similarly, the exposure of tobacco plants to a tobacco mosaic virus (TMV) 
induces demethylation of the NtAlix1 stress-responsive gene, resulting in the con-
tinuous accumulation of the gene transcript (Wada et al. 2004).

Many experiments have shown that such stresses as changes in growth 
 conditions, exposure to salt, heavy metals, ultraviolet and ionizing radiation, 
herbicides and even pathogens influence the HR frequency in plants (Kovalchuk 
et al. 1998, 2000, 2003a,b, 2004; Filkowski et al. 2003; Besplug et al. 2004; 
Molinier et al. 2005; Boyko et al. 2006a; Boyko et al., unpublished data). Some 
of these stresses are associated with the changes in a DNA methylation pattern 
in the progeny (Kovalchuk et al. 2003b, 2004). The association of other stress-
es with the changes in methylation and genome instability remains to be 
established.

The most straightforward reliable assay that can be used for the analysis of the 
HRF in plants is the one that uses visible markers. We have used two reporter genes, 
either β-glucuronidase (uidA, or GUS) or luciferase (LUC), that are integrated into 
plants as two non-functional overlapping copies (Kovalchuk et al. 1998; Filkowski 
et al. 2004; Boyko et al. 2006b). The repair of a double strand break in one of the 
homologous regions (Fig. 8.1) using the second intact homologous copy results in 
the restoration of the marker gene structure. The activity of these genes is readily 
visualized either via histochemical staining or observing with a CCD camera for 
GUS and LUC, respectively (Fig. 8.1).

Fig. 8.1 Recombination reporter assays. Homologous recombination reporter lines carry in the 
genome two non-functional overlapping copies (“GU” and “US” or “LU” and “UC”) of the trans-
gene in the genome. The activity of the gene is restored via homologous recombination between 
the homology regions (“U”). The transgene activation is observed either as shiny sectors (LUC) 
or grey sectors (GUS) on the transparent background (chlorophyll washed with ethanol)
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8.6 Systemic Signaling in Plants

In plants every single cell has the ability to communicate with the adjacent cells 
through the plasmodesmata openings, and with the distant cells through the 
phloem. These communication channels allow plants to exchange information 
about any changes in environmental conditions. Often, local stimuli are integrated 
by plants into a broad responsive network resulting in a global response like a 
systemic acquired resistance (SAR) (Dong 2001), systemic wound signaling 
(Pearce et al. 1991), systemic acquired acclimation to light (Karpinski et al. 1999), 
systemic post-transcriptional RNA silencing (Mlotshwa et al. 2002; Waterhouse 
et al. 2001), and the photoperiodic induction of flowering (Colasanti and 
Sundaresan 2000). It is likely to be a small portion of the great variety of responses 
that plants are capable of. All these processes depend on the ability of plants to 
respond to stress and to produce the mobile signals that can activate specific reac-
tions in distant tissues.

8.7  Systemic Recombination Signal Is One of the Mechanisms 
of Stress Response

Recent experiments in our laboratory suggest that plants respond to local stresses 
in a systemic way. We found that exposure of a single tobacco leaves to UVC or 
rose Bengal (singlet oxygen producer) resulted in the HRF increase throughout the 
whole plant (Filkowski et al. 2004). It should be noted that the pre-treatment of a 
tissue to be stressed with radical scavenging enzymes decreased but not totally 
abolished the global HRF increase. This suggests that stress results in the  production 
of a systemic signal that at least is partially dependent on the radical production. 
The nature of this signal, named the systemic recombination signal (SRS), is still 
enigmatic. The other questions that still remain to be answered are: whether other 
stresses are capable to generate the SRS, whether all the plants respond to biotic 
stress in a similar manner, and what the role of SRS in plants is?

8.8 Can Pathogen Induce Genome Rearrangements?

The result of plant pathogen interaction depends on the presence of avirulence (Avr)
gene in a pathogen and resistance (R) gene in a plant (Dong 2001). The absence of 
one of the components results in a “compatible” interaction and systemic spread of 
a pathogen. If both are present, this results in an “incompatible” interaction and 
leads to a local hypersensitive response, immediately followed by a systemic 
acquired resistance (SAR) to any future encounter with a similar or different patho-
gen (Dong 2001). To be a systemic process, SAR has to be dependent on the spread 
of a signal throughout the plant. The nature of this signal remains enigmatic.
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Plants that are not able to mount a hypersensitive response and SAR are not 
necessarily completely vulnerable. The typical response of such plants is the 
increase in the level of unspecific resistance/innate immunity. It is believed, how-
ever, that the evolution of response to pathogen is a constant arm race, where plants 
are “trying” to create a new R gene, and pathogens are trying to modify the Avr
gene to escape recognition. This process is constant and thus requires a complex 
signaling mechanism.

8.9  Compatible Viral Infection Leads to the Production of SRS 
and Global Increase in HRF

We previously reported that a compatible interaction between the pathogen Tobacco 
mosaic virus (TMV) and the plant Nicotiana tabacum (tobacco) results in the pro-
duction of a signal that leads to local and systemic changes in the frequency of 
somatic recombination (Kovalchuk et al. 2003b). We assume that this signal has the 
same nature as the one produced upon abiotic stress. Since the signal was produced 
upon the viral infection, it was important to check whether the virus presence was 
required for the HRF increase. First, we checked how long it takes for a virus to 
move from the infection site systemically, and we found that cutting leaves at 24 h 
after infection does not allow the virus to spread. The same experiment showed that 
cutting the infected leaves as early as 8 h after infection still results in the HRF 
increase. Thus we concluded that the SRS moves to non-infected leaves faster than 
the virus (Kovalchuk et al. 2003b).

Next we compared the generation of a signal in tobacco cultivars that do or do 
not have the gene of resistance to TMV, the N-gene. This experiment showed that 
the infection of SR1 plants that do not have the N-gene results in the SRS produc-
tion, whereas the infection of Big Havana plants that do have the N-gene does not. 
We hypothesized that the absence of Avr:R gene interaction results in a compatible 
interaction, and this allows the production of the SRS. We also found that the condi-
tions inactivating the function of the N-gene, like the increase in temperature to 
over 30 °C, result in a compatible interaction and allows the pathogen to spread. We 
confirmed that the SRS is indeed generated in such conditions. This suggests that 
the signal is generated as soon as the resistance gene is either absent (SR1) or inac-
tive (“Havana” at >30 °C).

8.10  SRS Results in Heritable Changes in HRF 
and Methylation Pattern

We hypothesized that the generation of SRS is a part of a plant adaptive response. 
Hence, it should lead to the changes that can be observed in the following genera-
tion. We call such changes “transgenerational”. To check whether these types of 
events are possible, we collected the seeds from the infected plants and plants 
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treated with buffer (control for wounding stress). First, we checked whether infec-
tion leads to the increase in the number of plants with a completely recombined 
transgene (Fig. 8.2). These plants express the luciferase in all cells. The experi-
ments showed a close to threefold increase in these types of plants (Kovalchuk 
et al. 2003b). There are two possible reasons for the occurrence of the plants with 
the completely recombined transgenes. It could be either the somatic recombination 
event inherited early, or most likely the meiotic recombination event. It is plausible 
to think that SRS triggers the increase in meiotic recombination frequency, contrib-
uting to the diversity in the progeny. The similar increase in the meiotic HRF has 
been observed previously upon the constant exposure to elevated UVB levels (Ries 
et al. 2000).

The increase in the meiotic HRF observed in the transgene suggests that there 
could be similar changes in the other loci. This, however, can be harmful, and plants 
should employ various strategies to protect the important housekeeping genes 
essential to the proper plant function. In contrast, rearrangements in the loci carry-
ing the homology to R genes might prove to be beneficial. The instability of the 
transgene could suggest that plants “recognize” the “neutrality” or the “impor-
tance” of a gene. It is also possible that the newly formed loci (such as a transgene) 
do not establish similar levels of chromatin structure, and thus do not follow the 
same type of the control over the rearrangements. If our hypothesis is correct, an 
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Fig. 8.2 Major changes found in the progeny of infected plants. Schematic representation of the 
experimental set up. Briefly, in a previous experiment, single leaves of 10-week old SR1 tobacco 
plants were inoculated with 300 ng of TMV RNA and 24 h after inoculation the infected leaves 
were removed. Seeds called from these plants were virus free. In the next generation (shown as 
“S1”, or “stressed#1”) we analyzed the meiotic and somatic recombination frequency, RFLP of 
the N-gene like and control (actin, 5.8 S and RENT loci) as well as global genome and locus-spe-
cific methylation patterns (analyzed with combined bisulfite restriction analysis or COBRA, 
methylation sensitive RFLP and random oligonucleotide-primed synthesis, or ROPS assays)
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increase in R gene rearrangements triggered by a compatible infection could be 
seen as an attempt to formulate novel R genes for the next generation (Richter et al. 
1995; Tornero et al. 2002).

Such a form of adaptive response to stress through the genomic alterations was 
previously proposed by Barbara McClintock (McClintock 1984). Extensive 
research has supported this model, showing that salicylic acid, methyl jasmonate, 
oxidative stress, wounding, pathogen attack, CuCl

2
, cell subculture, and protoplast 

isolation activate transposons (reviewed in Arnholdt-Schmitt 2004). Since the acti-
vation of transposons is associated with a substantial decrease of the genome stabil-
ity (Dennis and Brettell 1990; Miura et al. 2001), to regulate their activity is a very 
important task. The activation of transposons is in part associated with the decrease 
in DNA methylation (Wang et al. 1996; Neidhart et al. 2000; Cui and Fedoroff 
2002). It remains to be established, however, whether there is a link between biotic 
stress, loci-specific hypomethylation, and changes in the genome stability of patho-
gen-infected plants.

8.11  Viral Infection Leads to Global Genome 
Hypermethylation in the Progeny of Infected Plants

The role of epigenetic control in the adaptation and acclimation process is hard 
to underestimate, as transgenerational changes in DNA methylation, histone 
modifications patterns and in the regulation of chromatin binding proteins are 
powerful tools of reversible changes in the gene expression. We have revealed 
that the progeny of plants that are constantly exposed to ionizing radiation have 
hypermethylated genomes (Kovalchuk et al. 2003a). Thus changes in DNA meth-
ylation patterns could be a part of the plant stress protection mechanism (Rizwana 
and Hahn 1999).

We have analyzed the global genome methylation status of progenies of infected 
and buffer-treated plants by digesting their genomic DNA using methylation  sensitive 
enzymes HpaII and MspI (Fig. 8.2; ROPS assay). Four out of five progeny of infected 
lines showed the significantly increased global genome methylation levels (Boyko 
et al. 2007). Furthermore, we have found that the changes in DNA methylation were 
mostly due to the methylation of cytosines at the symmetrical CG and CNG sites 
rather than at the asymmetrical cytosing methylation (Boyko et al. 2007).

8.12  Viral Infection Results in Loci-Specific Methylation 
Changes

The high level of genome rearrangements is generally associated with the low level 
of methylation (Bassing et al. 2002; Bender 1998). The hypermethylation observed 
in the progeny of infected plants should then be associated with low recombination 
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frequency. In contrast, we observed a higher somatic and meiotic HRF. Previous 
reports showed a higher HRF in the progeny of stressed plants (Ries et al. 2000; 
Kovalchuk et al. 2003b; Boyko et al., unpublished data). The only explanation we 
could come up with was that there may be a differential pattern of methylation 
throughout the genome of progeny of infected plants. In this case, the majority of 
loci have higher methylation levels, while some loci, including the loci containing 
the transgene, could be hypomethylated.

If the aforementioned hypothesis is right, the R gene loci that carry homology to 
the N gene should have a lower methylation level to allow more frequent rearrange-
ments to occur. Hypomethylation of these loci would allow them to have a higher 
degree of freedom for rearrangements (Bassing et al. 2002; Engler et al. 1993). As 
a control, we tested the methylation of actin, repetitive elements in Nicotiana 
tabacum (RENT) and 5.8 S rRNA loci in both progenies. The actin and 5.8 S rRNA 
loci are neutral to stress and thus should not undergo hypomethylation. The RENT 
loci contain regulatory elements, thus alterations of these loci could potentially 
change the expression of the neighboring genes (Foster et al. 2003). As such, a 
decrease in the methylation status at any of these loci could potentially be detrimen-
tal to plants.

The methylation sensitive RFLP analysis has indeed shown a differential pattern 
in the aforementioned loci (Fig. 8.2). Out of 22 loci that carried homology to the 
N-gene visible on the gel, 4 were drastically hypomethylated in the progeny of 
infected plants; the rest were similarly methylated among the 2 progenies. In con-
trast, 3 out of 9 actin loci were heavily hypermethylated, and the rest were equally 
methylated. At the same time, the methylation level of RENT and 5.8 S rRNA was 
similar in both progenies.

These experiments showed that the methylation status of the progeny of 
plants infected with a virus was significantly changed, whereby several N-gene-
like loci were severely hypomethylated, and several actin loci were strongly 
hypermethylated. This differential methylation could possibly allow more 
flexibility in rearrangements of N-gene-like loci and for less flexibility of actin 
loci to occur.

8.13  Viral Infection Results in the Destabilization of 
R-Gene Loci in the Progeny of Infected Plants

The experiments describing a methylation pattern in the resistance gene, actin, 
RENT and 5.8 S loci represent only a portion of all the changes that occur in various 
areas of the genome. It is known that the increase in methylation in certain genome 
loci is correlated with a lower frequency of recombination, while the contrary is 
true for the loci that have a decrease in methylation (Bassing et al. 2002; Bender 
1998; Engler et al. 1993). We hypothesized that the change in the methylation sta-
tus of the N-gene-like R-gene loci would change its stability, whereby hypomethyl-
ation would lead to more frequent rearrangement events.
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A rich variety of polymorphic R-gene families apparently have evolved by 
extensive rearrangement mechanisms such as gene and chromosomal duplica-
tions, unequal crossing over, and deletions/insertions incited in plants chal-
lenged by pathogens. In fact, all of the above have been shown to exist in 
various clusters of R gene loci (Mauricio et al. 2003; Stahl et al. 1999; Tian et 
al. 2002; Van der Hoorn et al. 2002). Therefore, in order to survive the constant 
battle with highly mutable pathogens, plants must continuously modify their R
genes in order to recognize the pathogen Avr genes via gene-for-gene interac-
tions (Madsen et al. 2003).

The RFLP analysis of the N-gene like loci in both progenies has indeed revealed 
a greater than fivefold higher frequency of rearrangements in the progeny of 
infected plants (Boyko et al. 2007). Most of the rearrangements analyzed by RFLP 
included the appearance of extra fragment(s) (Fig. 8.2). This is not surprising, as 
most of the events would be occurring in only one allele, and thus the original 
 fragments would also be retained. In two cases, we observed the disappearance of 
fragments coupled to the appearance of several others. This suggests that the 
 rearrangements either occur very early in the embryo development, or that the rear-
rangements occur in both alleles. Taking into consideration the fact that the loci 
containing the R-genes are complex in structure and are often unstable, it is not 
surprising that changes could be observed in both loci.

8.14  Stability of the Actin, RENT and 5.8 S Loci 
is not Changed

It is known that R-gene loci are generally more unstable than other loci. Spontaneous 
rearrangements in these loci rather than those induced by pathogen or any other 
stress, resulting in changes in pathogen resistance, have previously been shown 
(Sudupak et al. 1993). In contrast, we present the first case when such reshuffling 
is induced by pathogens. The fact that we observed a significantly high frequency 
of rearrangements in both transgene (Kovalchuk et al. 2003b) and R gene loci 
(Boyko et al. 2007) does not imply that every genome locus has such a high fre-
quency of reshuffling. In fact, it would be harmful if these events were so frequent 
throughout the genome. We hypothesized that the majority of loci should have a 
“normal” frequency of rearrangements in the genome.

The most important task was to show that the genes “neutral” to a pathogen 
attack but essential for a correct plant function were equally stable in the progeny 
of both infected and control plants. Our analysis has revealed no difference in the 
RFLP of actin, 5.8 S rRNA or RENT. The comparable stability of the RENT loci is 
an important finding. RENT contains cryptic gene regulatory elements that are 
inactive at their native locations in the genome, but have the capacity to regulate the 
gene expression when positioned adjacent to genes (Foster et al. 2003). Thus the 
increased frequency of rearrangements of RENT loci in the genome could lead to 
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undesired changes in the expression of neighboring genes. Profiling of 5.8 S loci 
has revealed more rearrangements than profiling of either actin or RENT loci. 
Higher than normal recombination rates in the clusters of rRNA coding genes is a 
well-known phenomenon (Kobayashi et al. 2004). Despite the significant variations 
in the rDNA clusters observed in bacteria and yeasts, these loci have the reasonably 
uniform expression levels and are not significantly influenced by stress (Brunner 
et al. 2004). This is the main reason why these loci are frequently used as internal 
controls (Brunner et al. 2004).

DNA methylation is a well-explored process of genome maintenance, whereby 
methyl groups tend to make chromatin less accessible to various remodeling proc-
esses. It can thus be suggested that hypomethylation is the mechanism that facili-
tates the rearrangement of R-gene loci.

Plant genomes (especially those that are relatively large) are known to be highly 
repetitive and thus highly methylated. In this case, the methylation could be a 
mechanism that stabilizes the genome and prevents rearrangements (Puchta and 
Hohn 1996). The hypermethylation of the rest of the genome, as could be assumed 
from the global genome methylation data, prevents the deleterious effect of this 
genome reshuffling at unfavorable loci. Additionally, this can explain why some 
loci, such as the actin loci, seem to be less duplicated or found in clusters, since 
these configurations would result in higher conservation (Kroymann et al. 2003; 
Mauricio et al. 2003).

The chromatin structure of an organism is established after fertilization, and is 
specific to each individual organism. The changes in DNA methylation observed 
upon pathogen infection suggest that exposure to a stress apparently “rewrites” the 
methylation pattern according to the needs of an organism dictated by a particular 
stress (Wada et al. 2004; Weaver et al. 2004).

The information about pathogen-induced changes in the plant genome is 
scarce. Similarly, very little is known on how stresses in general influence the 
stability of the genomes in the progeny. There are only few reports on the changes 
observed in flax exposed to certain environmental pressures. Heritable changes in 
inbred flax in response to specific and defined environmental changes, such as 
nutrients balance and temperature regimes (Schneeberger and Cullis 1991; Cullis 
et al. 1999) have been reported. These conditions activate a transposon-like 
sequence, LIS1, that assembles and inserts itself into the genome of stressed 
plants (Chen et al. 2005). The newly established “genotrophs” appear to be stabi-
lized, as no further changes in LIS1 activity occur in plants upon the exposure to 
additional stresses (Cullis et al. 1999). No further studies on this phenomenon 
have been carried out, and thus it is not known whether the transposon activation 
was methylation dependent.

Recent publication by Molinier et al. (2006) reports the induction of the 
genome destabilization in the progeny of Arabidopsis thaliana plants exposed 
to UVC or flagellin. The latter is a bacterial elicitor that can mimic a pathogen 
attack. The fact that flagellin induces both somatic and meiotic recombination 
frequency is exciting as it supports our finding with TMV-infected tobacco 
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plants. It is not clear, however, whether flagellin is capable of inducing the SRS 
as the authors applied the chemical systemically, whereas we performed local 
TMV infection. The authors were also able to show the epigenetic nature of the 
phenomenon by crossing the stressed plants to non-stressed plants and showing 
the increase in HRF in all the progeny. If this is a transgenerational phenome-
non (presumably SRS-induced) was a “mendelian event”, then the authors 
would observe either no increase in HRF if this event was recessive (Ns × NN 
= 0% of ss, where “s” is “stressed” and “N” is non-stressed “allele”) or an 
increase in 50% of the population if the event was dominant (SN × NN = 50% 
of SN, where “S” is “stressed” and “N” is non-stressed “allele”). It is important 
to note that both maternal and paternal alleles were able to contribute to the 
change, since reciprocal crosses resulted in the increase in HRF in the progeny. 
This means that these transgenerational events were not the result of cytoplas-
mic (mitochondrial or chloroplast) inheritance but rather of nuclear changes in 
the chromatin structure or perhaps in the pool of small regulatory RNAs 
(miRNA, siRNA or others).

There is still a lot to be learned about pathogen-induced changes in the prog-
eny of infected plants. It remains to be determined whether changes observed 
in the progeny were virus-specific or pathogen-wide. Future studies are needed 
to show whether the infection with bacterial pathogens leads to rearrangements 
in N-gene-like loci or perhaps any other type of R-gene loci, and whether the 
methylation status and genome stability return to normal in the progeny of 
infected plants that are grown under normal conditions. It also remains to be 
established whether plants with higher instabilities and methylation changes 
acquire any changes in their tolerance to similar (TMV) or different pathogens, 
or even other stresses.

8.15 Conclusion

We discussed various genetic and epigenetic mechanisms of plant response to 
stress. We focused mainly on pathogen stress and introduced the phenomenon of 
SRS-induced somatic and transgenerational changes in genome stability and 
DNA methylation. We described the existence of a specific, epigenetically con-
trolled mechanism that promotes rearrangements in R gene loci in the progeny 
of plants infected with a compatible pathogen. This phenomenon suggests a 
second, more flexible level of inheritance regulated by stress that leads to the 
changes in the progeny of treated plants. Future studies are needed to understand 
the specificity of such regulation including signal production, maintenance and 
“inheritance”.
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Chapter 9
Recent Advances in Functional Genomics and 
Proteomics of Plant Associated Microbes

P. Nannipieri(*ü ), J. Ascher, M.T. Ceccherini, G. Guerri, 
G. Renella, and G. Pietramellara

9.1 Introduction

Research in soil microbiology has concerned the determination of the presence of 
gene sequences so as to assess microbial diversity rather than the determination of 
gene expression. Generally these molecular techniques are based on the specific 
amplification of the target nucleic acid by polymerase chain reaction (PCR) with 
either restriction analysis or separation by denaturing or conformational properties 
of the resulting amplicons (Lynch et al. 2004). On the other hand microbial activi-
ties in soil have been measured by classical techniques such as those for determin-
ing soil respiration, enzyme activities, N mineralization, adenylate energy charge, 
leucine and thymidine incorporation, etc., with no idea of gene expression. The 
rhizosphere effects on microbial diversity and activity are discussed in Chap. 14 of 
this book.

Rapid progress in genomics has led to the availability of full genome sequences 
of hundreds of microorganisms, mostly bacteria (DeLong 2002). Combinations of 
new molecular methodology and genomics have been used successfully to link 
microbial phylogeny with function in several ecological studies and the same 
approach could provide significant insights into plant–microbe interactions in the 
rhizosphere. The functional genomics is based on a holistic or systemic approach 
with studying information flow within a cell and this requires the application of 
high throughput methods using automated technologies, which allow functional 
analysis of genome, proteome and metabolome of an organism (Wren 2000). In this 
way it is possible to get an insight on interplay of a large number of gene products 
and the relative consequences of this communication to the physiology of a cell. 
In contrast, molecular biologists have followed the reductionistic approach by 
studying single genes, and the individual actions of genes with a step-by-step 
characterization of metabolic pathways. Thus, an efficient DNA extraction with 
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a high quality DNA sequence is followed by the analysis of the synthesised 
proteins.

It is possible to apply the functional genomics to the rhizosphere if we assume 
that rhizosphere soil can be seen as an organism and the genome of this organism 
includes genomes of all organisms inhabiting the rhizosphere soil (metagenome), 
the proteome includes all proteins associated with these organisms and the metabo-
lism includes all metabolic reactions of these organisms (Fig. 9.1). However, this 
holistic view must consider that:

1. Both abiotic reactions and reactions catalysed by extracellular enzymes adsorbed 
by soil colloids can occur in soil and they are not under the control of any gene 
(Nannipieri et al. 2003).

2. Several methodological problems exist due to the complexity of soil. For exam-
ple, as will be discussed later, only recently techniques for determining mRNA 
has been set up for soil due to problems in extracting and manipulating mRNA 
molecules, which are less stable than DNA molecules (Nannipieri et al. 2003). 
Methodological problems also exist in analysing the final products of gene 
expression, the proteins (proteomic approach), in soil (Nannipieri 2006; 
Ogunseitan 2006).

The aim of this chapter is to discuss the different approaches and relative tech-
niques for studying the functional genomics of the rhizosphere soil. Gene expression 
at both transcription and translational levels will be discussed. Since the matter is 
relatively new and the relative bibliography is scarce, the discussion will mainly 
concern the potential applications by underlying the potential advantages and draw-
backs of the various methods. Studies of gene expression in bulk soil will be also 
reviewed by considering both advantages and disadvantages of the employed assays 
and discussing the meaning of the relative results with the aim to evaluate the poten-
tial insights that can be got by carrying out these studies in the rhizosphere soil.

DNA      PROTEINS

METABOLISM

Fig. 9.1 Holistic view 
of genomics and proteomics 
of rhizosphere
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9.2 Plant and Genetic Diversity in the Rhizosphere Soil

Plants can influence the genetic diversity of microorganisms inhabiting the rhizo-
sphere; for example, plants select for a higher diversity of ammonia-oxidizing and 
nitrogen-fixing bacteria in the rhizosphere, when compared with bulk soil (Briones 
et al. 2003; Cocking 2003); on the other hand soil microorganisms may affect plant 
diversity through providing competing advantages to specific plants (Bever 2003). 
It is not known if the higher diversity of functional genes depends on a higher 
diversity and number of microorganisms in the root regions as a consequence of the 
accessibility of C source or the results of a natural selection, whereby plant supplies 
C and in turn the microbes provide N, P, other nutrients and protection against 
pathogens and herbivores. Obviously these hypotheses cannot be verified by 
research only based on fingerprinting techniques but it is important to study the 
utilization of plant C by microbial species with a particular functional role by using 
advanced techniques, which allow correlating a specific metabolic activity with 
phylogenetically identifiable units in natural environments (Gray and Head 2001; 
Wagner 2004).

Bacteria frequently exchange genetic material and the acquired DNA can be 
integrated in the recipient cell genome by recombination catalyzed by bacterial 
integrases, and the selective advantages acquired by the new genetic material may 
be maintained or lost depending on the characteristics of the environment. Particular 
genes required for effective root colonization by bacteria can be subjected to phase 
variation, a DNA rearrangement process, regulated by site-specific recombinase 
(Dekkers et al. 1998a). A rhizosphere-incompetent Pseudomonas strain was capa-
ble of colonising root tips after transfer of the site-specific recombinase from a 
rhizosphere-competent Pseudomonas fluorescens (Dekkers et al. 1998b). The pres-
ence of plasmids with novel gene clusters containing open reading frames (ORFs) 
encoding small proteins are advantageous for Pseudomonas spp. to colonise roots 
during particular periods of plant growth (Liley and Bailey 1997). The encoded 
proteins are assumed to play a role in the cell-to-cell contact mechanism leading to 
horizontal gene transfer in the natural habitat.

Studies on genetic traits of P. fluorescens and P. putida responsible for success-
ful colonization of roots include those encoding molecules involved in iron uptake, 
NADH dehydrogenase, extracellular proteins, surface proteins, lipopolysaccha-
rides, and constituents of flagella (Espinosa-Urgel 2004). Some of these factors and 
the cell-cell communication through quorum sensing are responsible for the forma-
tion of biofilms, which seems essential for the root colonization.

Horizontal gene transfer in nature can occur between same or different species 
which are similar taxonomically (Veal et al. 1992; Nielsen et al. 1998; Jain et al. 
1999) and it is not limited to bacteria but may concern fungi (group I introns located 
in mitochondrial genome and nuclear ribosomal RNA genes), which can be found 
in different plants (Cho et al. 1998). Plant surfaces, including rhizoplane, are con-
sidered hot spot for conjugation probably because the close proximity of bacterial 
cells in biofilms facilitates the exchange of genetic material (van Elsas et al. 2003; 
Espinosa-Urgel 2004). Transfer by conjugation does not seem related to the micro-
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bial activity, determined by incorporation of 3H-leucine into cells, since, in spite of 
the fact that this activity was similar in the rhizosphere of barley, wheat and pea, 
the conjugal transfer of plasmid between P. fluorescens and S. plymuthica was the 
highest in the pea rhizosphere (Schwaner and Kroer 2001).

Of the three horizontal gene processes (conjugation, transduction and transfor-
mation) occurring in bacteria, transformation is the only one involving extracellular 
DNA. Under natural soil conditions, transformation is likely to be due to illegiti-
mate recombination (Mercier et al. 2006). It has been calculated that natural trans-
formation of bacteria in soil is an extremely rare event and no specific reports on 
the frequency of transformation in the rhizosphere have been reported; thus there is 
no conclusive evidence of enhanced competence or more availability of extracellu-
lar DNA in the rhizosphere than in the bulk soil (Mercier et al. 2006). It is not clear 
whether under peculiar rhizosphere conditions, such as reduced pH and Eh, 
enhanced microbial activity, the extracellular DNA may be more or less available 
to soil microorganisms. The extracellular DNA is thought to be rapidly degraded in 
soil environment (Blum et al. 1997) unless it is stabilized through adsorption by soil 
colloids (Paget et al. 1992); DNA adsorbed by soil colloids can persist for a long 
time (Nielsen et al. 1997; Gebhard and Smalla 1999), maintaining its transforming 
capacity (Pietramellara et al. 1997; Nielsen et al. 2000; Ceccherini et al. 2003).

9.3 Gene Expression in the Rhizosphere Soil

9.3.1 Reporter Gene

Both rDNA and rRNA techniques do not allow determining the phenotypic expres-
sion in the rhizosphere soil of the specific genes and this shortcoming can be over-
come by a reporter gene, expressed from a constitutive or inducible promoter 
resulting in a detectable phenotype. It is important to select a representative soil 
microorganism or a specific microorganism for the specific purpose. There are sev-
eral available reporter genes such as those encoding substances responsible for the 
production of bioluminescence (lux), green fluorescent protein (gfp), β-galactosi-
dase (lacZ) and ice nucleation promoting proteins (inaZ) (Sǿrensen and Nybroe 
2006; Burmǿlle et al. 2006). The proper selection depends on: i) the type of detec-
tion used to quantify the reporter gene expression; ii) the sensitivity of the used 
reporter; iii) the type of sensing promoter (Saleh-Lakha et al. 2005).

Whole-cell bacterial biosensors have been used for monitoring the availabil-
ity of C, N and P in the rhizosphere soil. This information can be obtained using 
lux-marked Pseudomonas fluorescens strains in which bioluminescence is regu-
lated by the cellular levels of FMNH

2
, in the presence of sufficient aldehyde 

and oxygen (Amin-Hanjani et al. 1993; Kragelund et al. 1995, 1997; Yeomans 
et al. 1999). Such strains are bioluminescent under starving conditions whereas 
assimilation of nutrients reduces the bioluminescence (Yeomans et al. 1999; 
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Roca and Olson 2001). Using the whole cell biosensor Pseudomonas fluores-
cens 10586 pUCD607 responding to a range of compounds present in the root 
exudate, Darwent et al. (2003) reported that a reduced supply of NO

3
− to winter 

barley induced a greater root exudation. DeAngelis et al. (2005) found a signifi-
cantly lower NO

3
− availability in the rhizosphere of wild oat (Avena fatua) than 

in bulk soil; in addition, competition for NO
3

− between roots and the whole-cell 
bioreporters could be removed by soil amendment with NO

3
−; they used two 

bacterial biosensors set up by fusion of promoterless ice nucleation inaZ from 
P. syringae and gfp with the nitrate-regulated promoter of narG in E. cloacae
EcCT501R.

A simultaneous measurement of C, N and P in the rhizosphere soil solution 
has been conducted by Standing et al. (2003) by using a tripartite reporter gene 
system. However, responses of bacterial biosensors to N and P limitations in 
rhizosphere may depend on both the concentrations and forms of nutrients; for 
example, the Pseudomonas N-reporter strains reacted towards limitation by both 
NH

4
+ and common amino acids (e.g. glutamate). However, it is important to know 

the reaction of the reporter to other N-containing compounds of root exudates. 
A partial answer has been obtained by using reporter bacteria responding 
 specifically to individual amino acids. The induction of a lysine-responsive 
P. putida reporter was demonstrated in rhizosphere of corn, but not in the bulk 
soil (Espinosa-Urgel and Ramos 2001) and a tryptophan-reporter strain showed 
significant induction in older root segments of Avena grass, but not at the root tip 
(Jaeger et al. 1999). Kuiper et al. (2001) demonstrated that uptake regulation of 
putrescine, commonly released in root exudates of tomato, was important for 
growth and root colonization of rhizobacteria using a P. fluorescens reporter 
strain. By using a whole cell biosensor constructed in Pseudomonas spp. by fus-
ing lux-reporter genes to the promoters of operons active in the synthesis of 
ribosomal RNA, Marschner and Crowley (1996) demonstrated that rDNA genes 
were highly expressed and thus growth of P.  fluorescens was higher in the 
 rhizosphere of pepper than in the bulk soil. Ramos et al. (2000), using a ribos-
omal promoter inserted with a gfp-reporter encoding for an unstable GFP variant, 
demonstrated that the growth of a P. putida strain was greater at the root tip than 
in mature or senescent root areas.

The iron stress response of pseudomonads has been monitored by using an iron-
regulated, ice nucleation gene reporter (inaZ) (Loper and Henkels 1997; Marschner 
and Crowley 1997, 1998). It has been shown that iron stress was greater in the zone 
behind root tips than in older lupine (Lupinus albus) and barley (Hordeum vulgare
L.) root zones and bulk soil (Loper and Henkels 1997). In addition, the iron stress 
response of P. putida Pf-5 could be shut down by the production of phytosi-
derophores after induction of the iron stress response in plant roots of rice and 
barley (Marschner and Crowley 1998). Ice nucleation activity expressed by rhizo-
sphere populations of Pseudomonas fluorescens Pf-5 decreased from one to two 
days after the bacterium was inoculated onto root surfaces, suggesting that 
iron became more available to rhizosphere populations of Pf-5 once they were 
established in the rhizosphere.
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Whole cell (usually enteric bacteria such as E. coli and S. typhimurium) biosen-
sors, whose response is controlled by the expression of global regulatory genes 
(regulons), have been also used to monitor microbial activity as affected by fluctua-
tions of temperature, osmolarity, moisture, radicals concentrations, etc. in the 
rhizosphere soil due to plant activity (van Dyk et al. 1995; Ptitsyn et al. 1997; 
Vollmer et al. 1997; Bechor et al. 2002). Other whole cell biosensors have been 
used to detect antibiotics (Bahl et al. 2004), endocrine disruptors (Desbrow et al. 
1998) and quorum sensing molecules (Andersen et al. 2001). Using a Rhizobium
strain carrying a nodC-lacZ fusion, Bolanos Vasquez and Warner (1997) studied the 
activation of the nod gene by different flavonoids from bean plants. Since this pio-
neer observation, a large number of bioreporters for the study of chemical colloquia 
involved in bacterial growth and bacterial activity in rhizosphere and bulk soil have 
been constructed (Rainey 1999; Timms-Wilson et al. 2000; Allaway et al. 2001; 
Marco et al. 2003). For example, whole-cell bacterial biosensors, based on con-
structs with gfp as a reporter system, have been set up for detection of N-acyl 
homoserine lactones (AHLs) signals involved in quorum sensing phenomena 
(Steidle et al. 2001). It is believed that these signals are common among rhizo-
sphere bacteria colonising roots (Zhang and Pierson 2001). Identification of pro-
moters activated upon the exposure of bacteria such as Rhizobium or Pseudomonas
species to the rhizosphere environment can be carried out by inserting a promoter-
less reporter system into a host strain, with the following recovery of the activated 
cells to identify the activated promoter by gene sequencing at the site of reporter 
insertion. Thus, the use of a Rhizobium strain with a promoterless gfp allowed one 
to identify rhizosphere-activated promoters controlling the synthesis of thiamine 
and cyclic glucan, or surface growth-activated promoters controlling methionine 
synthesis or putrescine uptake (Allaway et al. 2001).

The use of whole cell biosensors has increased our knowledge on the interactions 
between plants and plant pathogens and on the relative biological control strategies. 
For example, Smith et al. (1999), using the biosensor P. fluorescens F113, found that 
the fungus Pythium ultimum releases molecules which down-regulate the rrn pro-
moter of ribosomal RNA synthesis in the bioreporter and Lee and Cooksey (2000) 
reported that P. putida activates promoters controlling the synthesis of ATP binding 
cassette (ABC) transporter proteins in the presence of the fungus Phytophthora para-
sitica. These findings suggest that in some cases the pathogenic attack of a plant root 
is also connected to a reduced activity of beneficial rhizobacteria.

9.3.2 Extraction and Characterization of mRNA

The relationship between the amount of rRNA and cell activity is not valid for soil 
microorganisms because most of them under dormancy show high ribosome level 
so as to be ready to respond to suitable environmental conditions, such as the 
appearance of substrate (Kowalchuk et al. 2006). In order to determine the expres-
sion of a gene it is necessary to monitor its transcript; this can be done by  determining 
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the relative mRNA or indirectly through the detection of the signal of a reporter 
gene fused to the target gene, as discussed above (Krsek et al. 2006). Given the 
rapid degradation of non-functional mRNA in the environment, the analysis of the 
target mRNA represents one of the best opportunities to analyse the activity of 
the target gene. However, as it is discussed below, a complete functional assessment 
of microbial communities in soil should also involve the relative encoded proteins.

Successful extraction and characterization of mRNA from soil has been delayed 
with respect to that of DNA, in spite of the fact that extraction procedures of RNA 
and DNA from soil are similar in principle. Unfortunately, RNA extraction requires 
several precautions such as the inhibition of RNase activity, using, for example, 
diethylpyrocarbonate in the RNA extraction solution (Bakken and Frostegård 
2006). Since both skin and many microorganisms can be sources of RNases, care 
should be taken in keeping solutions and equipments free from these enzymes. The 
fast turnover rate of mRNA in prokaryotic cells is another problem; indeed, the 
half-life of specific E. coli mRNA ranges from 0.5 to 20 min (Nierlich and 
Murakawa 1996). Fortunately, slower growing microorganisms, the majority of 
microorganisms inhabiting soil, have a longer mRNA half-life (Krsek et al. 2006). 
The situation is completely different for mRNA of eukaryotic cells where transcrip-
tion and translation are physically separated by nucleus membrane with temporal 
separation of the two processes. In addition, eukaryotic mRNA often undergoes 
post-transcriptional modifications, such as splicing of intervening sequences or 
methylation before being translated, and for this reason the half-life of this mRNA 
can be prolonged to several hours (Sarkar 1997).

Several methods exist to characterize mRNA so as to assess differences in gene 
expression (Krsek et al. 2006). Subtractive hybridization involves synthesis of 
cDNA from total RNA extracted from a wild type of mutant cultivated under cer-
tain conditions and then this cDNA is hybridised with RNA from the respective 
strain or mutant cultivated under different conditions. After elimination of double-
stranded cDNA-mRNA hybrids, the composition of single-stranded cDNA is ana-
lysed (Utt et al. 1995). Subtractive hybridisation has been used to compare the 
activity of genes responsible for the nodulation of two strains of Bradyrhizobium 
japonicum in culture with or without water extract of a sandy loam soil or root 
exudates from aseptically grown soybean seedlings (Bhagwat and Keister 1992).

Another assay involves the formation of an hybrid between RNA and a labelled 
RNA probe, complementary to the gene of interest and prepared by a transcription 
anti-sense. The double-stranded RNA hybrid is analysed after removal of the non-
hybridised RNA by degradation by ribonuclease (Fleming et al. 1993). This tech-
nique was used to quantify transcript levels of NAH7 naphthalene dioxygenase 
(nahA) gene with mRNA extracted by a modified hot phenol method from a poly-
cyclic aromatic hydrocarbons (PAHs) contaminated soil. The level of transcripts 
correlated significantly with [13C] naphthalene mineralization rate and soil naphtha-
lene concentration; the use of a naphthalene-lux reporter system showed that the 
hydrocarbon was available to microorganisms (Sanseverino et al. 1993–1994).

A differential display method is based on the fact that 100% of eukaryotic 
mRNA and 2–50% of prokaryotic mRNA present polyadenylate tails (Krsek et al. 
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2006). In contrast to other methods, this assay does not require one to know gene 
sequence to design the primers. Indeed, the 3′ primer used in the reverse transcrip-
tion is made of a poly(T) region with two additional bases recognising a minor part 
of the target mRNA and the 5′ primer is short and should anneal with 500 bp of the 
3′ primer. Then the PCR products are characterised by techniques generating a 
 fingerprint, and single cDNA bands can be excised, sequenced or cloned (Krsek 
et al. 2006).

Genes involved in production and resistance of streptothricin (ST), an antibiotic 
from Streptomyces rochei F20, have been studied in liquid culture, in soil and in the 
rhizosphere of spring wheat (Anukool et al. 2004). RNA was extracted and ampli-
fied by RT-PCR with primers specific for either ST resistance gene (sstR) or ST 
biosynthesis gene (sstA) coding for peptide synthetase. The sstR mRNA was 
detected in both sterile and non-sterile rhizosphere whereas both transcripts were 
not detected in the rhizoplane.

Transcripts of ligninolytic enzymes (lip) of Phanerochaete chrysosporium
involved in the degradation of wood have been monitored by extracting poly (A) 
RNA by magnetic capture (Janse et al. 1998). Transcription patterns of all ten lip
genes and three manganese peroxidase (mnp) genes, both quantified by competitive 
RT-PCR with full-length genomic subclones, were markedly different in wood 
when compared with those got with defined media or from soil cultures. It was 
suggested that this depended on the specialisation of different enzymes to different 
environmental conditions. Indeed transcription of lip gene in Phanerochaete 
 chrysosporium is regulated by the availability of C and N sources as determined by 
competitive RT-PCR (Stewart and Cullen 1999). In addition, iron has been found to 
regulate the transcription of 97 differentially expressed cDNA fragments in 
Phanerochaete chrysosporium, most of them encoding proteins involved in iron 
uptake (Assmann et al. 2003). Obviously the regulation of genes in Phanerochaete 
chrysosporium in the rhizosphere depends on the competition between plants and 
microbes for nutrients and in the case of iron availability, it can play a role in the 
biological control (Crowley 2001).

9.3.3 Linking Enzyme Activity to Gene Expression

Measurements of enzyme activity represent one of the classical determinations car-
ried out in bulk and rhizosphere soil (Nannipieri et al. 2003). As discussed in Chap. 
14, the interpretation of these measurements is not simple due to the many locations 
of enzymes contributing to the overall measured enzyme activity. Only a few stud-
ies have been carried out to link enzyme activity with expression of genes encoding 
the protein molecules responsible for the target enzyme activity (Fig. 9.2). The 
reverse transcription has been used to monitor the expression of three manganese 
peroxidase (mnP) genes during removal of PAHs by Phanerochaete chrysosporium
grown in presterilized soil (Bogan et al. 1996a). The maximum level of transcripts 
preceded for one to two days the highest manganese peroxidase extracted from soil 
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by the method of Bollag et al. (1987) and both peaks occurred during the maximum 
rate of two PAHs, fluorene and chrysene, degradation. Bogan et al. (1996b) quanti-
fied transcripts of all ten known lignin peroxidase genes (lipA-lipJ) of Phanerochaete 
chrysosporium by competitive RT-PCR, after extraction of mRNA from soil 
 microcosms amended with anthracene. Lip proteins were also extracted from soil 
microcosms, purified and applied to a nitrocellulose membrane before their 
 quantification by Western blotting with specific monoclonal antibodies. Levels of 
transcripts were significantly correlated with levels of proteins, even if there was a 
two-day delay in the peak of the latter respect to the peak of the former. Transcripts 
of nine lip were detected in a soil contaminated by a waste. Studies on both man-
ganese and lignin peroxidase are important not only for the implications on biore-
mediation of polluted soils but also for a better understanding of the degradation 
of litter since the importance of these enzymes in the degradation of the ligno-
cellulose complex, which is the main component of the plant residues.

However, the best study covering all events starting from gene presence, 
through gene expression and up to the detection of target enzyme in soil, has been 
carried so far by Metcalfe et al. (2002). Chitinase activity was measured by loss 
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of chitin in  buried litter-bags and by a luminescence assay by using as a substrate 
4- methylambelliferyl-(GlcNAc)

2
, whereas the composition of community was 

evaluated by DGGE. In addition, samples from community DNA was amplified with 
primers targeted to a gene fragment from family 18 group A chitinases. The addition 
of sludge to the pasture soil increased the chitinase activity and the number of actin-
obacteria with prevalence of actinobacterium-like chitinase sequences. Unfortunately 
extraction of transcripts was unsuccessful probably due to the adsorption of mRNA 
by soil colloids and the target enzyme proteins were not monitored.

9.3.4 Proteomic Approach

The proteomic approach involves the study of all proteins of a cell so as to get an 
integrated view of the cell itself. It is well established that more protein isoforms 
can be synthesised by a single gene because mRNA molecules can be subjected to 
post-transcriptional control such as alternative splicing, polyadenylation and 
mRNA editing (Graves and Haystead 2002). The recent availability of extensive 
metagenomic sequences from various environmental microbial communities has 
extended the postgenomic era to the field of environmental microbiology. Although 
still restricted to a small number of studies, metaproteomic investigations have 
revealed interesting aspects of functional gene expression within microbial habitats 
that contain limited microbial diversity. These studies highlight the potential of 
proteomics for the study of microbial consortia. However, the application of pro-
teomic investigations to complex microbial assemblages such as seawater and soil 
still presents considerable challenges. Nonetheless, metaproteomics will enhance 
the understanding of the microbial world and link microbial community composi-
tion to function (Wilmes and Bond 2006). Although the number of proteins that 
have been identified and separated using available proteomic analysis methods is 
encouraging, the diversity of other microbial ecosystems still poses enormous 
challenges.

Recently it has been said that we need to study microbial proteomics in soil and 
thus to go beyond DNA and mRNA characterization in order to have a better under-
standing of soil functionality (Nannipieri 2006; Ogunseitan 2006). Unfortunately, 
soil proteomics is still in its infancy. According to Nannipieri (2006), one of the main 
methodological problems is to extract specifically intracellular proteins in the pres-
ence of a large background of extracellular proteins; these extracellular proteins are 
stabilised, that is protected against proteolysis, by their association with soil col-
loids. On average only 4% of the total organic N is present as microbial N whereas 
amino acid N released after acid hydrolysis can account for 30–45% of the total 
organic N in soil mostly as extracellular protein N or peptides N (Stevenson 1986). 
By considering the protein N distribution in soil it has been hypothesised that soil 
proteomics might be subdivided in functional proteomics and structural proteomics
(Nannipieri 2006). The latter concerns the characterization of the extracellular protein 
N stabilised by soil colloids so as to improve our understanding of the  mechanisms 
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responsible for such a stabilization and gives insight on the dominant extracellular 
proteins before soil sampling. The combination of this proteomic approach with 
carbon dating might also reveal the period in which these extracellular proteins were 
dominant. On the contrary functional proteomics concerns proteins synthesised by 
microbial cells involved in biochemical processes occurring in soil in lab experi-
ments or in the field at the moment of soil sampling. The study of functional pro-
teomic can improve our understanding of degradation of organic pollutants and 
organic debris, nutrient cycling, blockage of inorganic pollutants, molecular collo-
quia between microorganisms, between plant roots and microorganisms and between 
plant roots. As is done for the extraction of nucleic acids from soils, two different 
approaches have been proposed to extract proteins from soil: i) separation of micro-
bial cells from soil particles and successive cell lysis with release of proteins; ii) cell 
lysis in situ with extraction of proteins (Nannipieri 2006).

A pioneeristic proteomic approach in the rhizosphere was followed by Lambert 
et al. (1987) with characterization of rhizobacteria, isolated by cultivation from the 
rhizosphere soil of maize, by dodecylsulfate-polyacrylamide gel electrophoresis of 
total cell proteins These proteins were extracted by treating cultivated bacterial 
cells with lysozyme, followed by boiling with a buffer (a mixture of sodium 
dodecyl sulfate, β-mercaptoethanol, Tris, EDTA, sucrose, bromophenol blue). 
A similar approach was also carried out by Lambert et al. (1990) to characterize 
fast-growing, aerobic and heterotrophic bacteria isolated from the root surface of 
young sugar beet; in this case proteins were extracted from bacterial cells as  mentioned 
above after sonication. The main bacterial species were Pseudomonas fluorescens, 
Xanthomonas maltophilia, Pseudomonas paucimobilis, and Phyllobacterium sp.

Recently the proteomic approach has been applied to characterize cell surface 
proteins of Pseudomonas putida, a plant-growth promoting rhizobacteria active 
against pathogens, capable of degrading pollutants and able to form biofilms 
(Arevalo-Ferro et al. 2005). The latter property and the cell-to-cell communication 
system (quorum sensing, QS), that enables the bacteria to co-ordinate the expres-
sion of special phenotypes in a cell density manner, seem to be involved in bacterial 
rhizosphere competence. Mature biofilms, complex three-dimensional structures 
where cells are embedded in a thick matrix of extracellular polymeric substances 
(EPS), show channels allowing the passage of nutrients to the interior parts and the 
transport of wastes to the external side, both moved by fluids (O’Toole et al. 2000;  
Hall-Stoodley et al. 2004). Initial steps in biofilm formation involve attachment to 
a surface, followed by formation of microcolonies and maturation of microcolonies 
in EPS-encased three-dimensional biofilms. Arevalo-Ferro et al. (2005) compared 
two-dimensional gel electrophoresis (2-DE) protein profiles of a strain and the QS-
deficient mutant grown either in planktonic cultures or in 60 h old mature biofilms. 
The spots of differentially expressed proteins were excised from the 2-DE gel and 
the relative proteins were identified by peptide mass fingerprinting and database 
search. Almost 40% of the surface proteins were affected by the sessile life suggest-
ing that an important fraction of the bacterial genome was involved in biofilm 
physiology; in addition, almost 10% of the protein spots were controlled by the QS 
system and differed if the cells were grown in surface or in suspension.
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The state-of-the-art of soil proteomic has been recently reviewed by Nannipieri 
(2006) and Ogunseitan (2006). Schulze et al. (2005) have used the mass spectrom-
etry based proteomics to characterize proteins of leachate from some soils with the 
aim to determine the phylogenetic origin and the potential catalytic functions of 
proteins. It was observed that the number of bacterial proteins in the forest soil was 
greater in winter than in summer; in addition, enzymes, such as peroxidase, 
involved in the degradation of complex molecules were present in water from the 
forest soil whereas enzymes such as transferases, which might be involved in meth-
ane production, were present in waters from peat bog.

9.4  Linking Gene Expression to Functions: The Use 
of Stable Isotope Probes (SIP)

A major advance in linking functional activity to community structure came with 
the development of stable isotope probing (SIP) (Radajewski et al. 2000), which 
involves tracking of a stable isotope atom from a particular substrate into compo-
nents of microbial cells that provide phylogenetic and functional information, such 
as lipid, DNA or RNA. Indeed the major advantage of the SIP technique is that 
13C-enriched DNA will contain the entire genome of each functionally active 
microbe of the community. Detailed methodology, potential and future improve-
ments needed for the SIP technique have been already reviewed (Radajewski et al. 
2003; Wellington et al. 2003; Manefield et al. 2006). Successful applications of this 
technique are restricted to reactions of microbial anabolism, because SIP is based 
on assimilatory processes (Manefield et al. 2006). Thus non-assimilatory chemical 
transformations, which also occur in soil, fall outside the applicability of SIP. Even 
if the SIP technique can theoretically be applied to trace the assimilation of any 
element of biological importance that has a stable isotope, it has almost exclusively 
been restricted to the use of 13C. The labelling and detection of DNA using 
H

2
180 can allow characterising active community members by using a substrate-

independent technique.
The SIP was first applied to monitor microorganisms responsible for the assimi-

lation of C from the greenhouse gas methane in a freshwater sediment environment 
(Boschker et al. 1998). Stable isotope labelled methane (13CH

4
) was pulsed into the 

microbial community of the sediment and labelled polar lipid derived fatty acids 
(PLFAs) from methane assimilating organisms were separated from extracted 
PLFAs and analysed for the 13C enrichment by isotope ratio mass spectrometry 
(IRMS). Species belonging to the Methylobacter and Methylomicrobium genera, 
were the organisms responsible of methane oxidation.

Radajewski et al. (2000, 2002) were the first to use the 13C labelled substrates 
(methane and methanol) to label nucleic acids of soil. Equilibrium density centrifu-
gation in CsCl gradients was used to separate ‘heavy’ (labelled) from ‘natural’ 
(unlabelled) DNA and 16 S rRNA gene clone libraries constructed from ‘heavy’ 
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DNA were sequenced to obtain the identity of organisms assimilating the used 
substrates. By amplifying functional genes involved in the oxidation of one carbon 
compound it was found that not only were methanol dehydrogenase and methane 
monooxygenase genes involved in methanol and methane assimilation, but also 
species encoding ammonia monooxygenase had assimilated 13C as 13CO

2
 generated 

by the methylotrophs (Radajewski et al. 2002). Indeed a serious drawback of the 
SIP approach is the possibility of secondary feeding on breakdown products of the 
primary substrate. Another drawback of this technique is the presence of unlabelled 
substrates native to the system that will compete for assimilation. This has led 
researchers to apply artificially high concentrations of labelled substrates into soil 
microcosms for extended periods of time (Manefield et al. 2006) but the relevance 
of this approach at the real situation in situ has been questioned and the use of pulse 
13C labelled compounds has been suggested (Jeon et al. 2003; Padmanabhan et al. 
2003). Another important issue of any SIP methodology concerns the degree of 
labelling, which depends on number of organisms using the established substrate 
(Manefield et al. 2006). When the substrate is consumed by a broad diversity of 
organisms, the degree of labelling in any substrate-using taxa will be low, making 
separation by density problematic, whereas if the substrate is consumed by a small 
number of taxa then the degree of labelling in the specific taxa will be high, facili-
tating isolation by density (Manefield et al. 2006).

There are differences in using fatty acids or nucleic acids as biomarkers in the 
SIP technique; PLFAs are more rapidly labelled and give more quantitative infor-
mation when analysed with IRMS than nucleic acids (Manefield et al. 2006). 
However, extraction of PLFAs from soil is more laborious that nucleic acid extrac-
tion. In addition, the PLFA based SIP gives an inferior phylogenetic resolution than 
that offered by nucleic acid based biomarkers and signature PLFAs have to be 
identified from close culturable relatives (Manefield et al. 2006).

Accurate results can be obtained by applying SIP to soil if the delivery of a pulse 
is carefully planned by considering the ability of soil colloids to adsorb biological 
molecules, and the solubility and volatility of the used substrates. In addition, since 
cell replication in soil is slow there are limitations to the isotopic enrichment of 
DNA with pulse labelling unless the duration of a pulse is extended. To solve this 
problem, 16 S rRNA based SIP methodologies have been developed for studying 
phenol degradation in the activated sludge community of an industrial waste water 
treatment plant since rates of RNA synthesis are always higher than those of DNA 
due to the fact that RNA is turned over in bacteria independently of replication 
(Manefield et al. 2002a,b). The RNA-SIP technique has also been applied to soil to 
identify methylotrophs responsible for methanol assimilation in a rice field soil 
(Lueders et al. 2004a) and bacteria and archaea responsible for syntrophic propion-
ate degradation in flooded soil (Lueders et al. 2004b). In spite of the fact that the 
use of RNA as a biomarker and the precise quantitative examination of gradient 
profiles has enhanced the sensitivity of NA-SIP, the application of the technique to 
rhizosphere and bulk soil still presents some drawbacks such as the ability to extract 
clean and intact DNA or RNA from the soil or to sufficiently label nucleic acids of 
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microorganisms involved in the metabolism of plant root exudates (Manefield et al. 
2006). Grassaland monoliths (400 mm diameter × 200 mm deep) were pulsed with 
13CO

2
 to promote the release of 13C labelled root exudates into soil (Ostle et al. 

2003) but the analysis of 16 S rRNA from root associated soil by IRMS and 
 equilibrium density centrifugation showed that the degree of labelling was too low 
to get meaningful results (Griffiths 2003; Manefield et al. 2006). On the other hand 
the PLFA-SIP analysis of soil samples derived from a 13CO

2
 plant pulse showed the 

assimilation of root exudates by Gram-negative bacteria and fungi, but the phylo-
genetic resolution was low (Treonis et al. 2004). Therefore, it is problematic to use 
13CO

2
 to label soil microbes via root exudates because a broad range of labelled 

organic compounds are released as root exudates and several microbial species can 
use the labelled root exudates. According to Manefield et al. (2006) it can be more 
rewarding to pulse directly soil with labelled root exudate compounds and monitor-
ing microorganisms of rhizosphere soil involved in the assimilation of the target 
compound by the use of any SIP technique. This can be done in experimental sys-
tems simulating the delivery of root exudates into soil (Badalucco and Kuikman 
2001; Falchini et al. 2003).

9.5  Other Techniques Used to Link Activity 
to Phylogenetic Information

Radioactive isotope based methods can be used to study the link between the func-
tion and the presence of any taxa. The fluorescence in situ hybridisation (FISH) 
allows the phylogenetic identification of uncultured bacteria in natural environ-
ments using fluorescent group specific phylogenetic probes (targeting rRNA) and 
fluorescence microscopy. FISH targeting intracellular rRNA has been widely used 
over the past decade as a type of 16 S rRNA targeting method to identify and quan-
tify certain bacteria in soils, sediments, and activated sludge. Although FISH is 
useful, difficulties are often encountered when it is used on complex community 
samples. Problems encountered include variable probe binding to different rRNA 
target sites and highly autofluorescent samples or cell backgrounds. Another short-
coming of this approach is that cells must be counted visually under a microscope, 
which is laborious. Quantitative membrane hybridization of labeled DNA probes 
with bacterial community RNA can avoid these problems. By combining FISH 
with microautoradiography (MAR), it is possible to identify individual cells, to 
determine the three-dimensional position of a cell and quantify the active popula-
tion utilizing a specific substrate. The combination of FISH–MAR has been used 
successfully to monitor the substrate utilization by bacterial groups of an activated 
sludge system (Lee et al. 1999; Gray and Head 2001) and in various natural 
 environments (Gray et al. 2000). This technique might be used to study plant-
microbial interactions, even if it may be difficult to apply this technique to soil. 
Indeed, it is necessary to extract cells from soil in order to eliminate interferences 
by soil particles and increase the sensitivity of the technique (Krsek et al. 2006). 
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Both chemical and physical methods have been used and they present drawbacks 
such as incomplete recovery, rupture of cells and changes in cell physiology during 
the separation of cells from soil particles. In addition, the FISH-MAH is a time-
consuming and labor intensive technique, and because of the vast diversity of 
microorganisms in soil, it is almost impossible to design probes and analyse data 
to resolve all individual species. An advancement in the simultaneous monitoring 
of the diversity and substrate incorporation by complex microbial communities has 
been obtained by combining FISH-microautoradiography with an isotope microar-
ray (Adamczyk et al. 2003). The RNA, extracted from ammonia-oxidizing bacteria 
in pure culture or in the activated-sludge samples both grown in the presence of 
14C bicarbonate, was fluorescence labeled and microarray hybridized. It was 
shown that incorporation of 14C into rRNA could be detected by scanning all probe 
spots for fluorescence and radioactivity. Therefore, the isotope array enables the 
application of many probes in parallel, whereas this cannot be done with FISH-
MAH, and to measure directly the substrate incorporation into target nucleic acids 
in contrast to DNA or RNA-SIP.

Another technique allowing detection of active microbial species in environ-
mental samples involves incubating these samples with bromodeoxy uridine 
(BrdU); the BrdU in the DNA of active microorganisms can be separated from 
unlabelled DNA by immunocapturing. Then the labelled DNA can be characterised 
by profiling or cloning and sequenced (Borneman 1999; Yin et al. 2000). 
Unfortunately not all microbial cells are capable of taking up BrdU, and with FISH-
MAH and SIP techniques the conditions of the assay can be different respect to 
those occurring in situ.

9.6 The Metagenome

The total number of prokaryotic cells on earth has been estimated at 4–6×1030,
thought to comprise between 106 and 108 separate genospecies (distinct taxonomic 
groups based on gene sequence analysis). It is widely accepted that this diversity 
presents an enormous (and largely untapped) genetic and biological pool that can 
be exploited for the recovery of novel genes, entire metabolic pathways and their 
products. Observations showing that culturing yields a fraction of the microbial 
diversity evident from microscopic analysis have been consistently supported by 
the results of phylotypic analyses on community DNA preparations, leading to the 
concept of ‘unculturables’. The apparent underestimation of true microbial diver-
sity derives largely from a reliance on culture based enumeration methods. There is 
a growing belief that the term ‘unculturable’ is inappropriate and that in reality we 
rather have yet to discover the correct culture conditions (Cowan et al. 2005). The 
development of metagenomic technologies over the past 10 years tries to overcome 
this bottleneck by developing and using culture-independent approaches.

One of the metagenomic approaches which generates a massive amount of 
data on microbial ecology is the reconstruction of the metagenome of an ecosystem
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using random shotgun sequencing. The basic steps of DNA library construction 
(generation of suitably sized DNA fragments, cloning of fragments into an 
 appropriate vector and screening for the gene of interest) have been extensively and 
successfully used for over three decades. As there are no obvious limitations in 
translating the technologies of genomic library construction and screening to 
metagenomic libraries, it is perhaps surprising that metagenomics only developed 
in the mid-1990s with the successful application of library construction to marine 
metagenomes. The metagenomic approach is based on cloning the total microbial 
genome (the metagenome) extracted from natural environments in culturable bac-
teria such as Eschericha coli (Handelsman et al. 1998; Rondon et al. 2000). The 
recent development of technologies designed to access this wealth of genetic infor-
mation through environmental nucleic acid extraction has provided a means of 
avoiding the limitations of culture-dependent genetic exploitation. Since most of 
bacteria living in natural environments such as soil are unculturable, the metagen-
omic approach can allow characterizing the unknown genome of these unculturable 
bacteria with the probability of finding novel microbial products such as antibiotics 
and enzymes and assessing specific metabolic and ecological functions (Schloss 
and Handelsman 2003). By virtue of their low copy number, bacterial artificial 
chromosome (BAC) vectors can be used to propagate large DNA fragments (around 
100 kb), which would otherwise be unstable (Wellington et al. 2003). The major 
criticism of this technique is that it might miss members of the microbial commu-
nity which are low in number but perform essential processes.

Microbial DNA extracted directly from soil has been used successfully to con-
struct a BAC library with an average insert size of between 37 kb and 150 kb (Béjà 
et al. 2000). It is probably too early to state that metagenomic gene discovery is a 
technology that has ‘come of age’. New approaches and technological innovations 
are reported on a regular basis and many of the technical difficulties have yet to be 
fully resolved. However, there can be little doubt that the field of metagenomic 
gene discovery offers enormous scope and potential for both fundamental microbi-
ology and biotechnological development (Cowan et al. 2005). Approaches that 
enrich for a portion of the microbial community or for a collection of metagenomic 
clones will enhance the power of metagenomic analysis to address targeted ques-
tions in microbial ecology and to discover new biotechnological applications. 
Metagenomics in plant–microbial interactions has not yet been attempted, but this 
approach holds great promise to link phylogeny of rhizosphere microbes to func-
tion, especially when a functional gene is known.

9.7 Microarray

DNA microarrays have recently been developed for quantifying and monitoring 
bacteria members of communities in various environments. Sequence analysis of 
large insert libraries with environmental DNA combined with genetic and func-
tional analysis has the potential to provide significant insight into the genomic 
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potential and ecological roles of cultured and uncultured microbes. Microarrays (or 
microchips) technique is a powerful tool that is becoming increasingly used to 
monitor gene expression under different growth conditions, to detect specific muta-
tions and to characterize microorganisms in environmental samples (Zhou 2003). 
Microarrays thus represent a powerful high-throughput system for analysis of 
genes. They are typically used to monitor differential gene expression, to quantify 
the environmental bacterial diversity and to catalogue genes involved in key proc-
esses. This approach identifies only those genes transcribed in the analysed com-
munity and is therefore very valuable for the identification of functional genes with 
relevance to the ecosystem. Compared with traditional nucleic acid hybridisations 
on porous membranes, glass slide based microarrays offer the additional advantage 
of high density, high sensitivity, rapid (real-time) detection, lower costs, automation 
and low background levels. The methodology, advantages and challenges in apply-
ing microarrays to environmental studies have been reviewed by Zhou and 
Thompson (2002). Microarrays can be classified, by considering the type of probe 
arrayed and the potential application, in: i) Phylogenetic Oligonucleotide Arrays 
(POAs), used for assessing microbial diversity and based on probes from rRNA 
genes; ii) Functional Gene Arrays (FGAs), used to evaluate microbial activities and 
based on the use of probes for gene coding proteins involved in specific functions; 
iii) Community Genome Arrays (CGA) containing probes of large fragments of 
DNA and used for detecting target genes and organisms (Schadt and Zhou 2006). 
The probes designed for POAs are shorter than those designed for FGAs because 
the latter should target protein-coding genes. In order to detect the presence of 
functional genes, total RNA is extracted from environmental samples, reverse tran-
scribed and probed against microarrays (Saleh-Lakha et al. 2005; Schadt and Zhou 
2006). However, the RNA extraction efficiency from environmental samples is 
much lower than that from pure culture of bacteria and thus signals cannot often be 
detected on microarrays. Microarrays have been used successfully to differentiate 
microbial community composition in environmental samples (Peplies et al. 2003) 
and to detect and quantify the functional diversity of genes involved in nitrogen 
cycling, such as amoA, nifH, nirK, nirS (Taroncher-Oldenburg et al. 2003) and nirS
(Cho and Tiedje 2002) and methane oxidation (pmoA) (Stralis-Pavese et al. 2004). 
However, the application of this technique to soil microbiology is still potential.

In addition to low mRNA extraction efficiencies from environmental samples, 
the application of microarrays to environmental samples presents the following 
shortcomings: i) presence of background noise in environmental samples and false 
positive hybridisation signals, with problems in quantifying microbial populations 
from environmental samples; ii) even though this is a high throughput technology 
with one chip being used for a thousand probes, the current capacity of microarrays 
is limited with respect to the number of genes needed for monitoring the enormous 
diversity of the soil microbial community; iii) the hybridization of probes with tar-
get nucleic acids can be difficult due to stable secondary structure of DNA or RNA; 
iv) in spite of the fact that it is assumed that target sequences containing single base 
mismatches can be differentiated by microarray hybridization, generally discrimi-
nation can occur in the case of more than one single base mismatch; v) both humic 
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and clay substances can interfere with hybridization; vi) the functional analysis is 
based on genes and pathways that have been revealed through isolates studied in 
the laboratory (Saleh-Lakha et al. 2005; Schadt and Zhou 2006).

Though several challenges still remain to be overcome to apply microarray tech-
nology most effectively to monitoring gene expression in complex microbial eco-
systems (e.g. increasing the sensitivity), the potential and capability of this 
promising in situ technology appears to be highly attractive. In spite of these short-
comings, microarrays have been used to monitor functions of sulfate reducing and 
nitrate-fixing bacteria from soil (Loy et al. 2004; Stewart et al. 2004), for detecting 
genes involved in the biodegradation processes (Rhee et al. 2004) and methano-
trophs in the environment (Bodrossy et al. 2006).

Avarre et al. (2007) have recently reviewed the use of DNA microarrays for 
detection and identification of bacteria and genes of interest from various environ-
ments. So far, most of the genomic methods that have been described rely on the 
use of taxonomic markers (such as 16 S rRNA) that can easily be amplified by PCR 
prior to hybridization on microarrays. However, taxonomical markers are not 
always informative on the functions present in these bacteria. Moreover, genes for 
which sequence database is limited or that lack any conserved regions will be diffi-
cult to amplify and thus to detect in unknown samples. Furthermore, PCR amplifi-
cation often introduces biases that lead to inaccurate analysis of microbial 
communities. An alternative solution to overcome these strong limitations is to use 
genomic DNA (gDNA) as target for hybridisation, without prior PCR amplification 
(Avarre et al. 2007). Though hybridization of gDNA is already used for compara-
tive genome hybridization or sequencing by hybridization, in addition to the high 
cost of tiling strategies and important data filtering, its adaptation for use in envi-
ronmental research poses great challenges in terms of specificity, sensitivity and 
reproducibility of hybridization. This specificity problem is inevitable as long as 
many probes are hybridized to targets at the same time.

In view of these problems, Hoshino et al. (2007) have recently developed an RNA 
microarray in which total RNA from a microbial community is attached to a glass 
slide, and specific rRNAs are detected by fluorescently labeled oligonucleotide 
probes. In this RNA array method, hundreds of RNA samples can be analysed at the 
same time, and direct attachment of RNA onto the slide glass can omit PCR bias, 
while it cannot detect a low amount of target gene as functional gene. Moreover, any 
specificity problems of hybridization cannot arise because only a few probes are 
used for hybridization. The RNA microarray requires only 4 h for hybridization and 
enables double staining and estimating relative abundance of rRNA.

9.8 Conclusions

The study of gene expression in the rhizosphere soil is only just starting because of 
the limitations in the use of most of the relative techniques, including those for 
characterising synthesised proteins in the rhizosphere. For this reason the link 
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between the composition of the microbial community and the biochemical proc-
esses occurring in the rhizosphere is still vague. New cultivation methods continue 
to be developed to improve our ability to capture a greater diversity of microorgan-
isms within the environment. However, once these techniques are fully developed 
for studying soil samples, it will be possible to assess simultaneously in a single 
assay microbial diversity and most of the processes occurring in the rhizosphere by 
using, for example, functional microarray techniques. This will permit a better 
understanding of processes such as biological control by rhizobacteria, stimulation 
of microbial activity by root exudates, competition between microorganisms and 
plant roots for nutrients, molecular colloquia between microorganisms and between 
plant root and microorganisms. Development of soil functional genomics will also 
clarify whether the higher diversity of functional genes (and microbial species) of 
the rhizosphere than bulk soil is solely linked to the greater C availability, or is the 
result of a selection mechanism where plant actively select species capable of sup-
plying nutrients.

Although microarrays can provide rapid generation of large functional datasets, 
this technique has several shortcomings including the fact that the functional analy-
sis described is based on genes revealed in isolates studied in the laboratory with 
exclusion of genes of unculturable microorganisms.

The use of techniques such as SIP have permitted a better understanding of the 
link between the function and microbial cells involved in the specific function. 
However, these techniques not only need to be methodologically improved but also 
applied in a suitable way to the rhizosphere soil. According to Manefield et al. 
(2006) it can be more rewarding to use labelled root exudate compounds and moni-
toring microorganisms of rhizosphere soil involved in the assimilation of the target 
compound by the use of any SIP technique than to pulse the whole seedlings and 
then monitoring labelled nucleic acids or PLFA of microorganisms of rhizosphere 
metabolising the labelled root exudates.

Reporter technology has been used to assess several functions in the rhizosphere 
soil including gene expression even at the single cell level The ever increasing 
knowledge of the promoter and regulator gene along with the refinement of reporter 
gene insertion techniques will allow use of the reporter gene technique for monitor-
ing induction, expression and regulation of virtually any gene in the rhizosphere. In 
addition, in this case the methodological improvement of the technique will also 
allow the design of new reporter bacteria to respond to specific root exudates, as it 
already occurs for specific signals involved in molecular colloquia (Sǿrensen and 
Nybroe 2006).

Nucleic acid based methods present some limitations for getting information on 
functions expressed by microbial communities in situ. In this context, the large 
scale study of proteins expressed by indigenous microbial communities (metapro-
teome) should provide information to gain insights into the functioning of the 
microbial component in ecosystems. Characterization of the metaproteome is 
expected to provide data linking genetic and functional diversity of microbial com-
munities. Studies on the metaproteome together with those on the metagenome and 
the metatranscriptome will contribute to progress in our knowledge of microbial 
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communities and their contribution in ecosystem functioning (Maron et al. 2007). 
Looking to increase our understanding of the role that members of a microbial 
 community play in ecological processes, several techniques have been developed 
that are enabling greater in depth analysis of environmental metagenomes.

Microarrays for investigating the content of microbial communities in environ-
mental samples are still in their infancy. One of the main reasons is the technical 
difficulty inherent in the hybridization of gDNA. Avarre et al. (2007) have proposed 
few strategies that may contribute to improve detection of gDNA with microarrays 
based on a simple and low-cost design, like isothermal probes, sensitivity enhance-
ment, competitive hybridization or the use of the promising gold nanoparticles 
technology. Once this limitation is overcome, we can predict an explosion of micro-
array based investigations of microbial communities, which will eventually lead to 
a dramatic increase in our knowledge of the microbial genetic structure and com-
position of samples of high environmental and ecological value.

RNA microarray protocol developed by Hoshino et al. (2007) for determining 
the abundances of individual bacterial members in complex microbial communities 
in terms of requirement of much less RNA than conventional membrane hybridiza-
tion methods is quite useful. Because such a small amount of RNA is required, suf-
ficient signal could be obtained beginning just 1 h after hybridization, whereas 
overnight hybridization is required to obtain sufficient signal in membrane based 
methods. This RNA microarray enables hundreds of samples to be easily and rap-
idly processed to determine the relative abundances of individual members in com-
plex bacteria communities. This protocol will be useful in determining the 
abundances of bacteria in, for example, wastewater treatment processes and biore-
mediation of soils.

Proteomics thus still has a great potential for the functional analysis of microbial 
communities of rhizosphere soil because protein expression is linked to specific 
microbial activities in a given ecosystem. Unfortunately this technique also has 
several shortcomings that prevent its successful application to soil, as unlike other 
cellular macromolecules, proteins exist in many different biological and physical 
conformations. Consequently, there is no universal extraction protocol that can be 
followed up to now. Despite the limited number of environmental proteomic inves-
tigations that has been carried out, it is clear that metaproteomics has huge potential 
in the field of environmental microbiology. It is necessary to set up experimental 
protocols allowing extraction of intracellular proteins without extracting extracel-
lular proteins, the latter largely prevailing over the former in soil. Although it 
remains a daunting task to elucidate all of the functional proteins that are contained 
within an environmental sample, metaproteomics will find immediate use in studies 
focusing only on parts of expressed environmental proteomes. Investigations that 
focus on limited numbers of highly expressed proteins can have immediate impacts 
on developments in the field (Wilmes and Bond 2006). However, because protein 
expression is a reflection of specific microbial activities in a given ecosystem, pro-
teomics has great potential for the functional analysis of microbial communities. 
We believe that the elucidation of metaproteomic expression will be central to 
functional studies of microbial consortia. Metaproteomics will gain momentum 
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with the advent of further environmental sequencing projects and it will provide a 
useful tool with which to focus research direction.
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Chapter 10
Molecular Mechanisms of Biocontrol 
by Trichoderma spp.

P.K. Mukherjee(*ü ), C.S. Nautiyal, and A.N. Mukhopadhyay(*ü )

10.1 Introduction

Trichoderma spp. are ubiquitous soil fungi. By virtue of their ability to decompose 
organic matter, they are free-living in soil as saprophytes. However, these species 
also have the capability to live on other fungi, and the ability to colonize plant roots 
and rhizosphere. Trichoderma spp. produce a range of hydrolytic enzymes that 
make them useful in industry (Mach and Zeilinger 2003). These fungi are capable 
of parasitizing some plant pathogenic fungi that makes them useful as biofungi-
cides (Mukhopadhyay et al. 1992; Chet et al. 1998; Mukhopadhyay and Mukherjee 
1996; Harman and Bjorkmann 1998; Hjeljord and Tronsmo 1988) (Fig. 10.1).

Trichoderma spp. produce various kinds of secondary metabolites in abundance, 
including antibacterial and antifungal antibiotics (Sivasithamparam and Ghisalberti 
1998). Some of the species/strains are reported to be plant growth promoters and 
inducers of systemic resistance in plants (Harman et al. 2004). Faster metabolic 
rates, anti-microbial metabolites, and physiological conformation are key factors 
which chiefly contribute to antagonism of these fungi. Mycoparasitism, spatial and 
nutrient competition, antibiosis by enzymes and secondary metabolites, and induc-
tion of plant defence system are typical biocontrol actions of these fungi. On the 
other hand, Trichoderma spp. have also been used in a wide range of commercial 
enzyme productions, namely, cellulases, hemicellulases, proteases, and ß-1,3-
glucanase. Information on the classification of the genus, Trichoderma, mecha-
nisms of antagonism and role in plant growth promotion has been well documented. 
All these qualities have made Trichoderma spp. popular in industry as sources of 
enzymes, and in agriculture as biofungicides/growth promoters. Even though sev-
eral commercial formulations based on Trichoderma are available in the world 
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market for use as biofungicides, their efficacies, in most cases, are not comparable 
with those of chemical pesticides. This is expected, because Trichoderma spp. are 
living entities, the activity and survival of which are dependent on biotic and abiotic 
environmental factors. This limitation has been overcome, to some extent, by com-
bining Trichoderma spp. with chemical fungicides in the form of an integrated plant 
disease management (Mukhopadhyay et al. 1992). However, the growing demand 
for a ban on many chemical fungicides is likely to make the issue complicated, 
unless we have strains of Trichoderma with improved biocontrol potential, as well 
as survival under ability adverse environmental conditions. The genus Trichoderma
is able to colonize every different niches because of its metabolic versatility and to 
its tolerance to stress conditions. These properties make Trichoderma a widespread 
biocontrol agent for management of plant diseases. Studies concerning this phe-
nomenon have mainly focused on characterization of actively attacking processes 
(i.e. lytic enzyme production), but defense mechanisms by which Trichoderma tol-
erate biotic and abiotic stresses have been poorly addressed. One of the most inter-
esting aspects of the science of biocontrol is the study of the mechanisms employed 
by the biocontrol agents to effect disease control (Howell 2003). Understanding the 
mechanisms of biocontrol at the molecular level would be useful to improve the 

Parasitism of pathogenic fungal
hypha by Trichoderma spp. Soil microbes

SOIL

Plant Growth Promotion

Enhanced defense/SAR

Mycellal
strand

Absorptive hyphae

Sclerotia

Rhizomorphs
mycorrhizal
root

Soil mycellumMycoparasitism/Competition/Signaling

Fig. 10.1 Parasitization of Rhizoctonia solani hypha by Trichoderma virens. A chemotropical 
attraction of T, virens towards R. solani and formation of appressorium. B Parasitization of 
R. solani hypha by T. virens. Note intensive coiling of the R. solani by T. virens. C Rupture of 
R. solani hypha after intensive coiling. D Lysis of R. solani after parasitization by T. virens
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potential of Trichoderma spp. as biocontrol agents. This is an emerging field; how-
ever, some outstanding work has been done in the recent past on understanding how 
Trichoderma spp. work against the pathogens, both directly and indirectly, at the 
molecular level (Fig. 10.2). This review is intended to consider recent develop-
ments, which we consider are just the beginning, in understanding the molecular 
mechanisms of biocontrol by Trichoderma spp.

10.2 Mechanisms of Biocontrol: An Overview

Classically, three principal mechanisms of action of Trichoderma spp. have been 
recognized – mycoparasitism (parasitism of one fungus by another fungus), anti-
biosis (production of antimicrobial metabolites, and thus inhibiting other fungi) and 
the universal phenomenon of competition for food, space or oxygen. In a typical 
mycoparasitic interaction, the parasite (e.g., Trichoderma) receives the chemical 
stimulus released by the host (e.g., Rhizoctonia solani) and gets chemotropically 
attracted towards the host. This is followed by coiling of the host hyphae, running 
adpressed to the host, production of appressoria-like structures, penetration of the 
host and derivation of nutrients, and finally, lysis of the host.

Fig. 10.2 Mechanisms of plant growth promotion by Trichoderma spp
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The work from the Ilan Chet group at the Hebrew University of Jerusalem, 
Israel, established the role of recognition by a biomimetic experiment where nylon 
fibres coated with lectins were coiled by Trichoderma harzianum, but not the fibres 
that have not been coated (Inbar and Chet 1992). This experiment underlined the 
possible role of signal interplay in this novel host-parasite interaction. It has been 
rather ironic that the role of parasitism of the surviving structures in biocontrol has 
been largely neglected. Since mycoparasitism and antibiosis are easy to assay, 
plenty of work, mostly in vitro, has been done describing how Trichoderma spp. 
kill other fungi through mycoparasitism and what the enzymes are which are 
secreted during the act of mycoparasitism. However, direct evidence for the exact 
role of mycoparasitism in in vivo biocontrol is rare. Howell (1987) generated a 
mutant of T. virens deficient in mycoparasitism (hyphal coiling); the mutant was as 
effective as the parental strain in control of R. solani in cotton. He thus questioned 
the role of mycoparasitism in biocontrol in this system. Mukherjee et al. (1995b), 
by comparison of an isolate of both T. harzianum and T. virens, postulated that 
parasitism of the sclerotia, rather than hyphal coiling or antibiosis, is the principal 
mechanism of biocontrol of S. rolfsii and R. solani, when Trichoderma is applied 
to soil. Similarly, the role of antibiosis has been established through the analysis of 
mutants deficient for the production of a particular antibiotic substance. Based on 
the biosynthesis of either gliotoxin (Q) or gliovirin (P), Howell et al. (1993) classi-
fied T. virens strains into two groups; “Q” groups were effective against R. solani
and “P” groups against Pythium ultimum. Later, using gliotoxin or gliovirin-
deficient mutants, gliotoxin was implicated to be involved in biocontrol of Pythium
damping-off (Wilhite et al. 1994), but not for R. solani in cotton (Howell and 
Stipanovic 1995). In other studies (Howell et al. 2000; Howell 2002), a mutant of 
T. virens deficient for both mycoparasitism and gliotoxin biosynthesis still retained 
the biocontrol potential against P. ultimum and R. solani. Taken together, these 
experiments failed to establish whether mycoparasitism or antibiosis is the princi-
pal mechanism that effects biocontrol. The phenomenon of competition is universal 
and it is difficult to assay for its role in biocontrol. Nevertheless, pre-colonization 
of the spermosphere/rhizosphere, and thus pre-emptying the possibility of a subse-
quent colonization by the pathogen could be a strong factor responsible for bringing 
down the infection level. The rapid colonization of the dead/necrotic tissues by 
Trichoderma, thus preventing further spread, has been demonstrated by Mukherjee 
et al. (1995a) in the case of foliar application of T. viride against B. cinerea in 
chickpea. It is very likely that more than one mechanism is involved, and the bio-
control could be the outcome of host-pathogen-antagonist interactions under a 
given set of biotic and abiotic environmental conditions. In addition to direct effects 
on the plant pathogen, Trichoderma spp. can colonize plant roots and induce sys-
temic resistance against root and foliar pathogens; they have been described as 
opportunistic, avirulent plant symbionts (Harman et al. 2004). This is a relatively 
recent discovery and the mechanisms will be discussed in later sections. Some other 
mechanisms that deserve special mention, but will not be discussed in detail, are 
the protection of rice plants against sheath blight by degradation of a host-specific 
phytotoxin (RS toxin) through the production of an extracellular α-glucosidase 
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(Shanmugam et al. 2001), inhibition of 5′-hydroxyaverantin dehydrogenase, an 
enzyme involved in aflatoxin biosynthesis by T. harzianum (Sakuno et al. 2000), 
suppression of fumonisin B1 production by Fusarium moniliforme by T. viride
(Yates et al. 1999), inhibition of cell wall synthesis of B. cinerea by T. harzianum
through the production of the peptaibols trichorzianin TA and TB (Lorito et al. 
1996), and enhancing the production of nematicidal compounds by Pseudomonas 
fluorescens against Meloidogyne incognita, by T. harzianum (Siddiqui and 
Shaukat 2004).

10.3 Role of Hydrolytic Enzymes

The key factor to the ecological success of this genus is the combination of very 
active mycoparasitic mechanisms plus effective defense strategies induced in 
plants. The production and regulation of hydrolytic enzymes, particularly the chiti-
nases, glucanases and proteases, have been studied very widely (reviewed by 
Viterbo et al. 2002b). However, direct evidence on their role in mycoparasitism/
biocontrol by selective inactivation or overexpression of a particular enzyme is rela-
tively scarce. Trichoderma spp. produce several types of chitinases, both endo and 
exo, that exhibit mycolytic activities. Many new chitinases are being discovered, 
and a genome-wide search would reveal more. In this section, we will focus on 
some aspects of regulation of these enzymes, and discuss direct evidence on the role 
of these proteins in mycoparasitism/biocontrol. In general, the hydrolytic enzymes 
are induced by the specific substrates (like chitin, glucan, fungal cell wall), and 
repressed by glucose. The first report on the systematic study of regulation of an 
endochitinase-encoding gene ech42 during mycoparasitism came in 1994 (Carsolio 
et al. 1994); it was shown that this gene is expressed during mycoparasitic interac-
tions, on chitin and by exposure to light. In a significant finding, Lorito et al. (1996) 
observed that mycoparasitic interaction relieves binding of the Cre1 catabolite 
repressor protein to promoter sequences of the ech42 gene in T. harzianum. The 
proteinase encoding gene prb1 and the endochitinase-encoding gene ech42 in dual 
culture with R. solani get induced before physical contact, indicating that the induction 
is contact-independent, and is triggered by a diffusible factor, which was subse-
quently identified to be soluble chitooligosaccharides (Cortes et al. 1998, Zeilinger 
et al. 1999). In contrast, chit33 is induced only during the stage of overgrowth on 
R. solani (de las Mercedes Dana et al. 2001). Like chit33, chit36 in T. asperellum is 
also expressed before contact with the host fungus, and predicted to be triggered by 
a diffusible factor (Viterbo et al. 2002a). Expression of ech42 gene of T. atroviride
under carbon starvation is antagonized via a BrlA-like cis-acting element (Brunner et 
al. 2003). The regulation of expression of two major chitinase genes (ech42 and 
nag1, encoding CHIT73) of T. atroviride is triggered by different regulatory signals 
(Mach et al. 1999). The expression of a gene encoding an antifungal glucan 
1,3-β-glucosidase is repressed by glucose and induced by laminarin and other 
glucans (Donzelli et al. 2001). The basic, antifungal exo-α-1,3-glucanase from the 



248 P.K. Mukherjee et al.

biocontrol fungus T. harzianum is induced by fungal cell walls and autoclaved 
mycelium (Ait-Lahsen et al. 2001). A gene encoding an α-1,3-glucanase is induced 
during mycoparasitic interactions with B. cinerea. (Sanz et al. 2005). BGN16.3, a 
novel acidic β-1,6-glucanase from T. harzianum, is induced by fungal cell walls, 
indicating a possible role in biocontrol (Montero et al. 2005). Olmedo-Monfil et al. 
(2002) showed that the expression of prb1 gene is subject to nitrogen catabolite 
repression, and is induced by Rhizoctonia solani cell walls and osmotic stress. 
Overexpression of the proteinase-encoding gene prb1 in T. harzianum improved the 
biocontrol activity against Rhizoctonia solani (Flores et al. 1997). The direct 
evidences on the role of hydrolytic enzymes in biocontrol came from the gene 
knockout studies, where a gene is selectively deleted through homologous recom-
bination or inactivated by antisense/RNAi. Disruption of ech42 in T. harzianum
resulted in almost no endochitinase42 activity, whereas strains carrying multicopies 
of this gene exhibited up to a 42-fold increase in enzyme activity (Carsolio et al. 
1999). However, no significant difference in disease control ability of the wild type, 
or strains with no ech42 gene or harboring multiple copies was observed against 
S. rolfsii and R. solani. These results indicated that the 42-kDa endochitinase may not 
play a significant role in biocontrol in situ in this system. Woo et al. (1999) disrupted 
ech42 in T. harzianum P1 (T. atroviride) and showed reduced biocontrol activity 
against B. cinerea on bean leaves. However, interestingly, the biocontrol activities 
of the disruptants was enhanced against R. solani, and remained unaltered against 
P. ultimum. In T. virens, biocontrol of knockout and over-expression strains against 
R. solani in cotton were significantly decreased and enhanced, compared with the 
wild type strain, indicating that the CHIT42 is involved in biocontrol in this host-
parasite interaction (Baek et al. 1999). This is interesting because the same enzyme 
is involved in biocontrol of same pathogen in T. virens, but not in T. harzianum.
Disruption of nag-1, encoding a 73-kDa N-acetyl-β-d-glucosaminidase resulted in 
30% reduced ability of T. atroviride to protect bean seedlings against infection by 
R. solani. An interesting observation in this experiment was that nag1 is essential 
for induction of ech42, and hence, the reduced biocontrol in the disruptant could 
have been due to reduced expression of ech42 or nag1 or both (Brunner et al. 2003). 
Through gene deletion and overexpression, Pozo et al. (2004) proved that a serine 
protease TVSP1 plays role in biocontrol of R. solani by T. virens. Recently, using 
similar genetic approach, Djonovic et al. (2006b) showed that a β-1,6-glucanase is 
involved in mycoparasitism and biocontrol of P. ultimum by T. virens, while the 
cellulose formation of T. reesei was found to be dispensable for the biocontrol of 
P. ultimum on zucchini plants (Seidl et al. 2006b).

10.4 Antibiosis

Compared to the bacterial antagonists, molecular evidences on the role of antibiosis 
in biocontrol in Trichoderma is scanty, and hardly any molecular biology data are 
available. The secondary metabolism in fungi is a very actively researched area, as 
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many of the useful and toxic metabolites are produced by fungi, like Gibberella
and Aspergillus. Extensive researches in this field led to the identification of gene 
clusters, and the biosynthetic pathways elucidated through gene deletion analysis 
(Keller et al. 2005). In contrast, there are only a few reports on the identification 
of genes responsible for the antifungal metabolite production in Trichoderma spp. 
T. virens produces many antifungal peptide metabolites. Wilhite et al. (2001) 
cloned a 5-kb partial cDNA encoding a putative peptide synthase (Psy1). The 
disruption of psy1 indicated a role in siderophore production in T. virens.
However, the disrupted strains exhibited normal biocontrol properties against 
R. solani and P. ultimum, indicating that the iron competition may not play an 
important role in biocontrol in this system. Wiest et al. (2002) identified a 62.8-kb 
continuous open reading frame encoding a peptaibol synthetase from T. virens;
the mutation of the gene eliminated the production of all the peptaibol isoforms, 
thus confirming that this gene is responsible for the synthesis of the peptaibols. 
A putative peptide synthetase gene has recently been identified in T. harzianum
(Vizcaino et al. 2005). T. virens produces four major metabolites – gliotoxin, 
gliovirin, viridin and viridiol (Howell et al. 1993). A strain of T. virens (IMI 
304061) has been found to produce plenty of viridin and its derivative viridiol in 
culture, while a mutant M7 did not produce these metabolites. Using this mutant, 
and suppression subtractive hybridization (SSH), Mukherjee M et al. (2006) iden-
tified several genes known to be involved in secondary metabolism in fungi. By 
sequencing a cosmid clone, a gene cluster was identified that consisted of cyto-
chrome P450s and a cyclase. Based on the  expression pattern and by comparison 
of the gene organization vis-à-vis other fungi, it was predicted to be involved in 
viridin synthesis. However, a gene knockout study would be required to confirm 
the role of this cluster in secondary metabolite production, as well as antagonistic 
properties.

One potential problem, which may affect the acceptance of Trichoderma spp. 
as useful biocontrol agents, is the possibility of activity against non-target spe-
cies. Because Pr1 from insect pathogens has similar properties to prb1 from 
Trichoderma spp. it is possible that the proteinases may play a key role in both 
entomopathogenicity and antifungal action. Shakeri and Foster (2007) have 
recently reported on two strains of Trichoderma harzianum, 101645, an insect 
pathogen and 206040, used for biological control of fungal plant pathogens, 
which were investigated for the production of serine protease, chitinase and anti-
biotic activity in relation to entomopathogenicity. Both strains produced serine 
protease with a Mr of 31 kDa and chitinase with a Mr of 44 kDa. Enzymes from 
both strains had similar characteristics and were produced during the growth 
phase. Both strains also produced peptaibols active against fungi in late growth 
and stationary phases which differed in their amino-alcohol content. The peptai-
bols were insecticidal when fed to larvae of Tenebrio molitor or when applied to 
the cuticle together with the serine protease. The results suggest that the virulence 
factors involved in biocontrol are the same as those for insect pathogenicity. This 
may affect the use of Trichoderma spp. for biocontrol as there may be effects on 
non-target insect species.
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10.5 Induced Resistance

The observation that Trichoderma spp. colonize plant roots and induce systemic 
resistance against a wide range of fungal, bacterial and viral pathogens can be con-
sidered a breakthrough in biocontrol research (reviewed by Harman et al. 2004). 
Inoculation of roots of cucumber seedlings with conidia of T. harzianum T-203 
(T. asperellum) in an aseptic hydroponic system resulted in induction of defense 
responses (Yedidia et al. 1999). Electron microscopy of ultra-thin sections from 
Trichoderma treated roots revealed penetration of the mycoparasite into the roots, 
restricted mainly to the epidermis and outer cortex. Trichoderma colonization 
resulted in strengthening of the epidermal and cortical cell walls and deposition of 
newly formed barriers, these typical host reactions being found even beyond the 
sites of potential fungal penetration. The inoculation of Trichoderma initiated 
increased peroxidase and chitinase activities, both in roots and leaves. Later on, the 
authors showed that inoculation of cucumber roots with Trichoderma induced an 
array of PR proteins (Yedidia et al. 2000). Inoculation of cucumber roots with 
T. asperellum reduced the inoculum load of Pseudomonas syringe pv lachrymans
to the extent of 80%, when challenge inoculated on leaves (Yedidia et al. 2003), 
thus providing direct evidence on induced defense-mediated protection of crop 
plants in response to Trichoderma inoculation. The protection afforded by the bio-
control agent was associated with the accumulation of mRNA of two defense-
related genes: the phenylpropanoid pathway gene encoding phenylalanine ammonia 
lyase (PAL) and the lipooxygenase pathway gene encoding hydroxyperoxidase 
lyase (HPL). Recently, using the gene knockout approach, a hydrophobin TasHyd1 
has been demonstrated to be involved in root colonization by T. asperellum (Viterbo 
and Chet 2006). In a significant finding, Shoresh et al. (2006) identified a MAPK 
(TIPK – Trichoderma induced MAPK) in cucumber, antisense – mediated silencing 
of this gene made plants susceptible even after inoculation of roots with T. asperellum.
It was thus proved that Trichoderma exerts its positive effects on plants through the 
activation of a MAPK gene involved in signaling the pathway of defense response. 
In studies with T. virens, Howell et al. (2000) demonstrated that seed treatment of 
cotton with the antagonist or application of the culture filtrate to seedling radicles 
induced synthesis of much higher concentrations of the terpenoids deoxyhemi-
gossypol, hemigossypol and gossypol in developing roots than those found in 
untreated controls. All these compounds were toxic to R. solani. Biocontrol activity 
was highly correlated with induction of terpenoid synthesis in cotton roots by 
Trichoderma. T. virens also induced significantly higher levels of peroxidase activ-
ity. Subsequently, Hanson and Howell (2004) identified an 18-kDa protein (a serine 
proteinase) from T. virens that stimulated terpenoid and peroxidase activity in cot-
ton radicles. A definite role of phytoalexin induction in biocontrol has recently been 
demonstrated by Howell and Puckhaber (2005), who showed that the “P” strains of 
T. virens failed to stimulate phytoalexin synthesis in cotton and were ineffective as 
biocontrol, while the “Q” strains that stimulated phytoalexin biosynthesis were 
effective. This difference was attributed to the ability of “Q” strains to produce the 
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18-kDa elicitor protein. Recently, three groups independently identified a homologue 
of SnodProt proteins, variously named as SnodProt1 (GV Sible and PK Mukherjee, 
unpublished; GenBank Acc. no. DQ494198), Sm1 (Djonovic et al. 2006a) from 
T. virens, and Epl1 (Seidl et al. 2006a) from T. atroviride. Purified Sm1 protein 
triggered the production of reactive oxygen species in rice and cotton and induced 
expression of defense-related genes both locally and systemically in cotton 
(Djonovic et al. 2006a). Pre-treatment of cotton cotyledons with this protein also 
produced high levels of protection to the foliar pathogen Colletotrichum sp. These 
results indicated that Sm1, is involved in the induction of resistance by Trichoderma
spp. through the activation of plant defense mechanisms.

Recently Olson and Benson (2007) have studied three root-colonizing fungi, 
binucleate Rhizoctonia (BNR) isolates BNR621 and P9023 and T. hamatum isolate 
382 (T382), for suppression of Botrytis blight in geraniums by induction of host 
systemic resistance. Resistance to Botrytis blight was observed in geraniums trans-
planted into potting mix amended with formulations of P9023 and T382 two weeks 
prior to inoculation with Botrytis cinerea when grown under environments either 
highly or less conducive to disease development. Restriction of lesion development 
may play a role in the suppression of Botrytis blight in geraniums. This may be the 
first to demonstrate induced systemic resistance by BNR fungi to a foliar pathogen 
and support additional research into use of T382 in an integrated management pro-
gram for B. cinerea (Olson and Benson 2007). Research on the specific effects of 
induced systemic resistance should be continued with additional pathogens since 
there is some indication of pathogen specificity in the method of suppression.

10.6 Signal Transduction and Biocontrol

Signal transduction through the G-protein/cAMP and MAP kinase pathways have 
long been known to be involved in the parasitism of plants by pathogenic fungi (Xu 
2000; Lengeler et al. 2000). Since eukaryotic signaling mechanisms are well con-
served, it is interesting to examine the role of these signaling elements in mycopara-
sitism, and hence biocontrol. The first direct evidence on the role of a G-protein 
came from Rocha-Ramirez et al. (2002). Antisense-mediated gene silencing of 
Tga1 attenuated mycoparasitism of T. atroviride against R. solani. On the other 
hand, transgenic strains carrying multicopies of the gene overgrew R. solani colo-
nies at a faster rate. Using gene knockout, Reithner et al. (2005) demonstrated that 
Tga1 modulates chitinase formation and secondary metabolism in T. atroviride.
The deletion of another G protein, Tga3 resulted in loss of mycoparasitism in 
T. atroviride (Zeilinger et al. 2005). Mukherjee et al. (2004) studied the role of the 
G-proteins TgaA and TgaB in T. virens. Deletion of these genes individually had 
no effect on hyphal coiling of R. solani, but TgaA was involved in the parasitism of 
sclerotia of S. rolfsii. Deletion of the MAPK TmkA in T. virens resulted in attenuation 
of sclerotial parasitism of S. rolfsii and R. solani, while the hyphal parasitism was 
unaltered (Mukherjee et al. 2003). The TmkA mutants also had reduced ability to 
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induce resistance in cucumber seedlings, even though there was no effect on root 
colonization (Viterbo et al. 2005). The mutants also had reduced biocontrol of 
S. rolfsii in greenhouse tests. In contrast, however, Mendoza-Mendoza et al. (2003) 
reported improvement in biocontrol potential of T. virens through inactivation of 
the MAP kinase Tvk1. Whether this apparent contradiction is due to strain differ-
ences needs to be examined carefully. Recently, a T. harzianum stress-response 
MAPK ThHOG1 has been identified to be involved in osmotic and oxidative stress 
response (Delgado-Jarana et al. 2006). Recently, Mukherjee et al. (2007) has cloned 
the adenylate cyclase-encoding gene tac1 of T. virens and obtained knockout 
mutants through homologous recombination. The mutants grew extremely slowly, 
failed to germinate in water, were impaired in mycoparasitism and produced lower 
amounts of secondary metabolites. This study proved that the cAMP signaling is 
involved in growth, germination and biocontrol properties in T. virens. Using 
suppression subtractive hybridization, the genes regulated by signaling genes like 
the TmkA/Tvk1 in T. virens have been identified (Mukherjee M et al. 2006; 
Mendoza-Mendoza et al. 2007). These target genes include some novel genes like 
the mrsp1 (MAPK Repressed Secreted Protein) with an expansin-like domain that 
could be involved in Trichoderma-plant root interactions (Mukherjee PK et al. 
2006). Recently Reithner et al. (2007) have examined the function of the tmk1 gene 
encoding a MAPK during fungal growth, mycoparasitic interaction, and biocontrol 
was examined in T. atroviride. Dtmk1 mutants exhibited altered radial growth and 
conidiation, and displayed de-regulated infection structure formation in the absence 
of a host-derived signal. In confrontation assays, tmk1 deletion caused reduced 
mycoparasitic activity although attachment to R. solani and B. cinerea hyphae was 
comparable to the parental strain. Under chitinase-inducing conditions, nag1 and 
ech42 transcript levels and extracellular chitinase activities were elevated in a 
Dtmk1 mutant, whereas upon direct confrontation with R. solani or B. cinerea a 
host-specific regulation of ech42 transcription was found and nag1 gene transcrip-
tion was no more inducible over an elevated basal level. Dtmk1 mutants exhibited 
higher antifungal activity caused by low molecular weight substances, which was 
reflected by an over-production of 6-pentyl-a-pyrone and peptaibol antibiotics. 
In biocontrol assays, a Dtmk1 mutant displayed a higher ability to protect bean 
plants against R. solani (Reithner et al. 2007). These findings strongly suggest the 
presence of further, still unknown, mycoparasitism related factors which are missing 
in our Dtmk1 mutants and which are therefore affected by a signaling pathway 
involving Tmk1.

10.7 The Genomics and Proteomics

With the advent of genomics, it is not long before the whole genome sequences of 
many Trichoderma spp. would be available, thus allowing the analysis of gene 
expression and gene functions on a genome-wide scale, rather than looking at the 
individual genes. The first step in characterizing genes potentially involved in 
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biocontrol is to isolate and sequence them. Which strategy is most appropriate 
depends on previous results and on the objectives of the study. The targeted strategy 
should be privileged if the aim is to acquire further genetic knowledge on a well-
studied mechanism of action. Differential gene expression techniques are very use-
ful in original research aiming to isolate new genes potentially related to biocontrol 
properties when there is no a priori reason to suspect their involvement. Large-scale 
sequencing techniques, finally, support a broader endeavor: to improve genetic 
knowledge on a strain by sequencing numerous genes. Putative biocontrol genes may 
emerge from this endeavor. The genome sequencing of T. virens and T. atroviride is 
already under way, and is expected to be published soon (Charles Kenerley and 
Christian Kubicek, personal communication). In the meantime, quite a few ESTs 
database are available that identify hundreds of genes in various Trichoderma spp. 
Liu and Yang (2005) identified genes with biocontrol functions in T. harzianum
mycelium using an ESTs approach – out of the 3298 clones sequenced, 673 repre-
sented novel genes. Suarez et al. (2005) identified a fungal cell wall induced aspar-
tic protease from T. virens using the SSH approach. Carpenter et al. (2005) 
identified 19 novel genes in T. hamatum that are induced during mycoparasitism on 
Sclerotinia sclerotiorum. These included monooxygenases, metallopeptidases, 
gluconate dehydrogenase and endonuclease and a proton ATPase. Seidl et al. 
(2005) did a genome-wide search for chitinase genes in the T. reesei genome and 
identified three distinct subgroups of family 18 chitinases. Recently, an ESTs of 
502 unique gene sequences of T. virens IMI 304061 have been deposited at the 
GenBank (PD Sherkhane, GV Sible and PK Mukherjee, unpublished) – this data-
base includes many genes known to be involved in biocontrol and stress response. 
One of the earliest attempts to identify proteins from T. harzianum using the pro-
teomic approach was by Grinyer et al. (2004a,b) who identified 25 proteins using 
2D gel electrophoresis and LC MS/MS, either from mitochondria or whole cells. 
Using a proteomic approach, Grinyer et al. (2005) identified several novel proteins 
that were produced in response to mycoparasitism by T. atroviride on B. cinerea
and R. solani. These included several hydrolytic enzymes also. Using a novel 
proteomic approach, Marra et al. (2006) studied the three-way interaction between 
T. atroviride, plant pathogens (B. cinerea and R. solani) and bean plant, in order to 
identify the proteins expressed in the various combination of host-pathogen-myco-
parasite. This approach resulted in the identification of numerous differential 
proteins.

Trichoderma mycoparasitic activity depends on the secretion of complex mix-
tures of hydrolytic enzymes able to degrade the host cell wall. Suarez et al. (2005) 
have analysed the extracellular proteome secreted by T. harzianum CECT 2413 in 
the presence of different fungal cell walls. This allowed them to overcome the 
problems associated with the lack of genome sequence data for the identification of 
non-conserved Trichoderma spp. proteins. Optimized 2DE protein profiles were 
compared to that obtained on chitin and the most abundant protein induced by fungal 
cell walls was identified as the novel pepsin-like aspartic protease P6281 by a combi-
nation of matrix-assisted laser desorption/ionization time-of-flight mass spectrometry 
(MALDI-TOF), liquid chromatography mass spectrometry (LC–MS/MS) and in 



254 P.K. Mukherjee et al.

silico analysis of the available EST library. Significant differences were detected in 
2DE maps, depending on the use of specific cell walls or chitin. A combination of 
MALDITOF and liquid chromatography mass spectrometry allowed the identifica-
tion of a novel aspartic protease (P6281: MW 33 and pI 4.3) highly induced by 
fungal cell walls. A broad EST library from T. harzianum CECT 2413 was used to 
obtain the full-length sequence. The protein showed 44% identity with the polypo-
ropepsin (EC 3.4.23.29) from the basidiomycete Irpex lacteus. Lower identity per-
centages were found with other pepsin-like proteases from filamentous fungi 
(<31%) and animals (<29%). Northern blot and promoter sequence analyses sup-
port the implication of the protease P6281 in mycoparasitism (Suarez et al. 2005).

In the future, numerous genes of various biocontrol agents will be identified by 
means of open strategies and with the help of advanced gene isolation and sequenc-
ing methods. The isolated genes will have to be characterized, and characterization 
will remain a bottleneck requiring much more time and effort than gene identifica-
tion and sequencing.

10.8 The Transgenic Approach

Trans-kingdom transfer of genes for biocontrol from Trichoderma to plants to 
enhance disease resistance was, for the first time, demonstrated by Lorito et al. 
(1998). An endochitinase-encoding gene ech42, expressed in tobacco and potato 
provided near total protection against Alternaria alternata, A. solani, B. cinerea
and R. solani. The high degree of broad-spectrum resistance was attributed to high 
fungitoxicity of Trichoderma chitinase, relative to the plant endogenous chitinases. 
This was followed by several reports on transfer of Trichoderma genes to plants. 
Bolar et al. (2001) produced transgenic apple resistant to Venturia inaequalis by 
expression of both an endochitinase and an exochitinase, and observed synergistic 
interaction. T. harzianum endochitinase, transferred to broccoli produced trans-
genic plants resistant to Alternaria leaf spot (Mora and Earle 2001). Liu and Yang 
(2005) produced transgenic rice resistant to blast and sheath blight by expressing 
ech42, nag70 and gluc78, in different combinations. A T. virens endochitinase 
gene ech42 transferred to cotton enhanced resistance against A. alternata and 
R. solani (Emani et al. 2003). Noël et al. (2005) introduced an endochitinase gene 
(ech42) from the biocontrol fungus T. harzianum into black spruce (Picea mariana)
and hybrid poplar (Populus nigraXP. maximowiczii) by Agrobacterium-mediated 
transformation. Fifteen transgenic black spruce lines and six poplar lines were 
obtained. Northern hybridization analysis showed an increased accumulation of the 
transcript encoding the recombinant endochitinase gene in all the transgenic plants 
tested. Endochitinase activity 55–115 times the level of the control was detected in 
transformed poplar leaves. Embryogenic tissue of transgenic black spruce showed 
endochitinase activity two to eight times that of the non-transgenic line, despite 
stronger basal endogenous activity. In vitro assays using inoculated leaf disks 
demonstrated that the transgenic poplars had increased resistance to the leaf rust 
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pathogen Melampsora medusae. Seedlings of transgenic spruce lines showed an 
increased resistance to the spruce root pathogen Cylindrocladium floridanum in 
vitro. These results suggest that constitutive expression of the ech42 gene from 
T. harzianum could be exploited to enhance resistance to fungal pathogens in 
important forest tree species. Thus tree genetic engineering with endochitinase 
genes could provide an alternative to the use of fungicides and help reduce tree 
growth losses caused by phytopathogenic fungi. In a very recent report, expression 
of T. harzianum endochitinases to tobacco was shown to enhance resistance not 
only against pathogens, but also against abiotic stress, presumably through the 
release of some elicitors (de las Mercedes Dana et al. 2006). Contrary to these 
reports, expression of T. atroviride ech42 in transgenic alfalfa did not yield resist-
ance against Phoma medicaginis var medicaginis, even though there was a 50- to 
2650-fold greater chitinase activity in transgenic plants (Samac et al. 2004). The 
protection provided by expression of mycoparasitism-related genes in plants thus 
may not be universal.

Promoter analysis can be used to confirm molecular models of gene regulation 
deriving from studies carried out under various in vitro conditions. Published 
 studies of the promoter regions of genes involved in biocontrol have focused on 
either promoter sequences or regulatory proteins. Some investigators have studied 
the promoter sequence of a gene in order to confirm the involvement of previously 
identified motifs in the regulation of its transcription under biocontrol conditions. 
Electromobility Shift Assays (EMSAs), in vivo footprinting, and/or promoter 
 deletion analysis (Peterbauer et al. 2002a) are the techniques used. Regulatory 
 proteins can influence gene transcription either directly (by binding to the promoter 
sequence or indirectly via signal transmission). The molecular tools are also used 
to inactivate genes coding for regulatory proteins. Peterbauer et al. (2002b) found 
that inactivation of the seb1 gene does not modify transcription of the nag1, chit33, 
and ech42 genes. They also showed that other proteins can bind to the 5′-AGGGG-
3′ promoter motifs of nag1 and ech42 in the disrupted strain. In in vitro studies, 
Mukherjee et al. (2003) examined how inactivating two mitogen activated protein 
kinases (MAPKs) affect the mycoparasitic properties of T. virens. In many fungal 
species, MAPK proteins participate in cascade signals involved, e.g., in plant para-
sitism. The role of two G-protein α-subunits, TgaA and TgaB, in biocontrol by T. 
virens has been studied by Mukherjee et al. (2004). G-proteins play an important 
role in intracellular signaling. They amplify receptor responses and influence the 
amplitude and duration of cellular signals. Using null-TgaA and null-TgaB strains, 
these authors showed that TgaA is involved in the biocontrol activity against S. rolfsii,
but that neither TgaA nor TgaB is required for its activity against R. solani. The 
authors conclude that the involvement of G-proteins in biocontrol by T. virens
depends on the plant pathogen with which the biocontrol agent is in contact. 
Zeilinger et al. (2005) have shown that the tga3 gene of T. atroviride, also coding 
for a G-protein α-subunit, is involved in this biocontrol agent’s vegetative growth 
and mycoparasitic activity.

Zhou et al. (2007) have recently used restriction enzyme mediated integration 
(REMI) technique to construct mutants with improved cyanide-degradation ability 
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from biocontrol fungus T. koningii strain T30. This successful insertional mutagen-
esis of the cyanide-biodegrading agent, Trichodema spp., led to the creation of 
mutants with deficient and enhanced cyanide-degrading properties. Liu et al. 
(2007) transformed three genes encoding for fungal cell wall degrading enzymes 
(CWDE), ech42, nag70 and gluc78 from the biocontrol fungus T. atroviride into 
rice mediated by Agrobacterium tumefaciens singly and in all possible combina-
tions. These results indicated that expression of several genes in one T-DNA region 
interfered with each other and expression of exogenous gene in recipient plant was 
a complex behavior. It has been suggested that target gene must avoid being lost in 
transgenic process so as to be sure of expressing in transgenic plants and on the 
other hand, gene breaking and segregation in transgenic process can be used to 
delete selective gene so as to enhance transgenic security. This approach and the 
biological materials thus obtained could find a variety of applications in the discovery 
and manipulation of genes and gene products from Trichoderma.

10.9 Conclusion

Trichoderma spp. are a group of very useful fungi with many commercial appli-
cations in agriculture and industry. The popularity of Trichoderma-based biofun-
gicides is growing by the day and hence, Trichoderma-based formulations have 
become an integral part of the crop management practices. However, an often-
inconsistent performance vis-à-vis chemical fungicides is the major limitation 
associated with biological control. In order to improve the performance of 
Trichoderma-based formulations, we need to improve the strains for increasing 
its disease control potential (i.e., should be more effective than the existing 
strains against a particular target pathogen – this could be possible by generating 
strains with higher degree of mycoparasitism, competition, antibiosis and induced 
resistance), spectrum of activity (i.e., a single strain should be effective against a 
wide range of plant pathogens), as well as its survival ability (i.e., the ability to 
survive and perform under adverse environmental conditions). All these could be 
achieved if the physiology and genetics of these species are fully understood. 
However, until recently, this field of research remained largely neglected, which 
is apparent from the small proportion of the literature published on the mecha-
nisms of biocontrol compared to the huge amount of work done on the biocontrol 
studies in laboratory, greenhouse and fields. Molecular techniques have been 
used to study the genetic basis of biological mechanisms and to identify partial 
or complete molecular pathways regulating gene expression. This is also true in 
the field of biocontrol. Whatever the technique used, it is paramount to choose an 
appropriate experimental model, as this will determine the reliability and validity 
scope of any conclusions drawn from an experiment. Molecular techniques have 
shed light on the antagonistic properties of numerous biological control agents, 
but they have also underlined the complexity of genetic regulation. They are now 
essential to studying the mechanisms of action of biocontrol agents and must be 
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included in comprehensive studies that should also include microbiological, 
biochemical, and microscopic approaches.

It is a matter of relief that this trend is changing with quite a few classical works 
published in recent years on this aspect that have contributed greatly to our under-
standing the system at the molecular level. For example, the work on the negative 
regulation of conidiation (conidia are important in survival of Trichoderma spp., 
and also form the major biomass of the formulation products) by a MAP kinase, 
positive regulation of secondary metabolism (antibiotics production) by the ade-
nylate cyclase Tac1 of T. virens, and the identification of the elicitor protein Sm1 
(when applied to seedlings, it offered protection against infection) could be cited as 
major recent contributions, at the basic level, that would directly help in genetically 
improving Trichoderma spp. In addition, several new genes have been identified in 
the Trichoderma ESTs database, like many heat shock proteins/pH response pro-
teins, regulators of heat shock response and genes involved in signal transduction, 
that could directly be used to genetically transform Trichoderma spp. for improving 
the biocontrol/survival potential. Recently, Montero-Barrientos et al. (2007) dem-
onstrated such a possibility – they have successfully imparted thermotolerance in 
T. harzianum by heterologous expression of a small heat shock protein gene hsp23
from T. virens. Massart and Jijakli (2007) have reviewed the techniques used in 
such studies, with their potential and limitations. It should provide a guide for 
researchers wanting to study the molecular basis of the biocontrol in diverse bio-
control agents.

The ability of a biocontrol agent to respond quickly and adequately to an envi-
ronmental signal such as the presence of a potential host is a key factor in the 
development of mycoparasitism or in the metabolization of plant nutrients. The 
study of regulatory proteins is thus essential to an in-depth understanding of the 
genetic basis of biocontrol properties. It notably highlights relationships between 
the environment and biocontrol gene expression. The induction or repression of 
gene expression in response to environmental signals may occur through various 
pathways. So far research has focused on G-proteins and MAPK pathways. Other 
candidate genes, like the Abc transporters or the OPT protein family, should be 
studied for their possible involvement in biocontrol. Once the whole genome 
sequences are available, we will know about the genetic blue-print of these organ-
isms, and, by comparison with many other fungal genome sequences that are 
already available, it would be possible to have an idea of what makes Trichoderma
spp. effective as biocontrol agents. By functional genomics approaches, it would 
also be possible to identify the functions of the genes that are unique to Trichoderma
in structure and function. In addition to direct genetic manipulation, once we iden-
tify the genes responsible for biocontrol, it would also be possible to discover/
design drugs that could act as stimulants for genes/gene products, thus improving 
their bio-efficacy. Finally, we should bear in mind that biological control is an out-
come of very complex interactions between plant, pathogen, antagonist and the 
environment, and there is unlikely to be a quick-fix, single-step solution to the 
major problems associated with biocontrol, especially the low efficiency and incon-
sistency. A consorted approach taking into account all the relevant parameters, 
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including improvement of the antagonist for better inhibition of the pathogen, 
strengthening of the host plant, and improved survival potential of antagonists, 
would be helpful in bringing the biocontrol at par or even more effective than the 
chemical pesticides in terms of applicability under the field conditions.

References

Ait-Lahsen H, Soler A, Rev M, de la Cruz J, Monte E, Llobell A (2001) An antifungal exo-alpha-
1,3-glucanase from the biocontrol fungus Trichoderma harzianum. Appl Env Microbiol 
67:5833–5839

Baek JM, Howell CR, Kenerley CM (1999) The role of an extracellular chitinase from 
Trichoderma virens Gv29-8 in the biocontrol of Rhizoctonia solani. Curr Genet 35:41–50

Bolar JP, Norelli JL, Harman GE, Brown SK, Aldwinckle HS (2001) Synergistic activity of endo-
chitinase and exochitinase from Trichoderma atroviride (T harzianum) against the pathogenic 
fungus (Venturia inaequalis) in transgenic apple plants Transgenic Res 10:533–543

Brunner K, Montero M, Mach RL, Peterbauer CK, Kubicek CP (2003) Expression of the ech42 
(endochitinase) gene of Trichoderma atroviride under carbon starvation is antagonized via a 
BrlA-like cis-acting element. FEMS Microbiol Lett 218:259–264

Carpenter MA, Stewart A, Ridgway HJ (2005) Identification of novel Trichoderma hamatum
genes expressed during mycoparasitism using subtractive hybridization. FEMS Microbiol Lett 
251:105–112

Carsolio C, Benhamou N, Haran S, Cortes C, Gutierrez A, Chet I, Herrera-Estrella A (1994) 
Characterization of ech42, a Trichoderma harzianum endochitinase gene expressed during 
mycoparasitism. Proc Natl Acad Sci 10903–10907

Carsolio C, Benhamou N, Haran S, Cortes C, Gutierrez A, Chet I, Herrera-Estrella A (1999) Role 
of the Trichoderma harzianum endochitinase gene, ech42, in mycoparasitism. Appl Environ 
Microbiol 65:929–935

Chet I, Benhamou N, Haran S (1998) Mycoparasitism and lytic enzymes. In: Harman GE, 
Kubicek CP (eds) Trichoderma and Gliocladium, vol 2. Enzymes, biological control and com-
mercial applications. Taylor and Francis London, United Kingdom, pp 153–171

Cortes C, Gutierrez A, Olmedo V, Inbar J, Chet I, Herrera-Estrella A (1998) The expression of 
genes involved in parasitism by Trichoderma harzianum is triggered by a diffusible factor. Mol 
Gen Genet 260:218–225

de las Mercedes Dana M, Limon MC, Mejias R, Mach RL, Benitez T, Pintor-Toro JA, Kubicek 
CP (2001) Regulation of chitinase 33 (chit33) gene expression in Trichoderma harzianum.
Curr Genet 38:335–342

de las Mercedes Dana M, Pintor-Toro JA, Cubero B (2006) Transgenic tobacco plants overex-
pressing chitinases of fungal origin show enhanced resistance to biotic and abiotic stress 
agents. Plant Physiol 142:722–730

Delgado-Jarana J, Sousa S, Gonzalez F, Rey M, Llobell A (2006) ThHog1 controls the hyperos-
motic stress response in Trichoderma harzianu. Microbiol 152:1687–1700

Djonovic S, Pozo MJ, Dangott LJ, Howell CR, Kenerley CM (2006a) Sm1, a proteinaceous elici-
tor secreted by the biocontrol fungus Trichoderma virens induces plant defense responses and 
systemic resistance Mol Plant Microbe Interact. 19:838–853

Djonovic S, Pozo MJ, Kenerley CM (2006b) Tvbgn3, a beta-1,6-glucanase from the biocontrol 
fungus Trichoderma virens, is involved in mycoparasitism and control of Pythium ultimum.
Appl Environ Microbiol 72:7661–7670

Donzelli BG, Lorito M, Scala F, Harman GE (2001) Cloning, sequence and structure of a gene 
encoding an antifungal glucan 1,3-beta-glucosidase from Trichoderma atroviride (T har-
zianum). Gene 277:199–208



10 Molecular Mechanisms of Biocontrol by Trichoderma spp. 259

Emani C, Garcia JM, Lopata-Finch E, Pozo MJ, Uribe P, Kim DJ, Sunilkumar G, Cook DR, 
Kenerley CM, Rathore KS (2003) Enhanced fungal resistance in transgenic cotton expressing 
an endochitinase gene from Trichoderma virens. Plant Biotechnol J 1:321–336

Flores A, Chet I, Herrera-Estrella A (1997) Improved biocontrol activity of Trichoderma har-
zianum by over-expression of the proteinase-encoding gene prb1 Curr Genet 31:30–37

Grinyer J, McKay M, Nevalainen H, Helbert BR (2004a) Fungal proteomics: initial mapping of 
biological control strain Trichoderma harzianum. Curr Genet 45:163–169

Grinyer J, McKay M, Helbert BR, Nevalainen H (2004b) Fungal proteomics: mapping of the 
mitochondrial proteins of a Trichoderma harzianum strain applied for biological control. Curr 
Genet 45:170–175

Grinyer J, Hunt S, McKay M, Herbert BR, Nevalainen H (2005) Proteomic response of the bio-
logical control fungus Trichoderma atroviride to growth on the cell walls of Rhizoctonia
solani. Curr Genet 47:381–388

Hanson LE, Howell CR (2004) Elicitors of plant defense responses from biocontrol strains of 
Trichoderma virens. Phytopathol 94:171–176

Harman GE, Bjorkmann T (1998) Potential and existing uses of Trichoderma and Gliocladium for 
plant disease control and plant growth enhancement. In: Harman GE, Kubicek CP (eds) 
Trichoderma and Gliocladium, vol 2. Enzymes, biological control and commercial applica-
tions Taylor and Francis London, UK, pp 229–265

Harman GE, Howell CR, Viterbo A, Chet I, Lorito M (2004) Trichoderma species-opportunistic, 
avirulent plant symbionts. Nat Rev Microbiol 2:43–56

Hjeljord L, Tronsmo A (1998) Trichoderma and Gliocladium in biological control: an overview. 
In: GE Harman, CP Kubicek (eds) Trichoderma and Gliocladium, vol 2. Enzymes, biological 
control and commercial applications Taylor and Francis London, UK, pp 129–155

Howell CR (1987) Relevance of mycoparasitism in the biological control of Rhizoctonia solani
by Gliocladium virens. Phytopathology 77:992–994

Howell CR (2002) Cotton seedling preemergence damping-off incited by Rhizopus oryzae and 
Pythium spp and its biological control with Trichoderma spp. Phytopathology 92:177–180

Howell CR (2003) Mechanisms employed by Trichoderma species in the biological control of 
plant diseases: the history and evolution of current concepts. Plant Dis 87:4–10

Howell CR, Puckhaber LS (2005) A study of the characteristics of P and Q strains of Trichoderma 
virens to account for differences in biological control efficacy against cotton seedling diseases. 
Biol Control 33:217–222

Howell CR, Stipanovic RD (1995) Mechanisms in the biocontrol of Rhizoctonia solani- induced 
cotton seedling disease by Gliocladium virens: antibiosis. Phytopathology 85:469–472

Howell CR, Stipanovic RD, Lumsden RD (1993) Antibiotic production by strains of Gliocladium
virens and its relation to the biocontrol of cotton seedling diseases. Biocontrol Sci Technol 
3:435–441

Howell CR, Hanson LE, Stipanovic RD, Puckhaber LS (2000) Induction of terpenoid synthesis in 
cotton roots and control of Rhizoctonia solani by seed treatment with Trichoderma virens.
Phytopathology 90:248–252

Inbar J, Chet I (1992) Biomimics of fungal cell-cell recognition by use of lectin-coated nylon 
fibres. J Bacteriol 174:1055–1059

Keller NP, Turner G, Bennett JW (2005) Fungal secondary metabolism- from biochemistry to 
genomics. Nat Rev Microbiol 3:937–947

Lengeler KB, Davidson RC, D’Souza C, Harashima T, Shen WC, Wang P, Pan X, Waugh M, 
Heitman J (2000) Signal transduction cascades regulating fungal development and virulence. 
Microbiol Mol Biol Rev 64:746–785

Liu M, Zhu J, Sun Z, Xu T (2007) Possible suppression of exogenous β-1,3-glucanase gene 
gluc78 on rice transformation and growth. Plant Sci 172:888–896

Liu PG, Yang Q (2005) Identification of genes with a biocontrol function in Trichoderma har-
zianum mycelium using the expressed sequence tag approach. Res Microbiol 156:416–423

Lorito M, Mach RL, Sposato P, Strauss J, Peterbauer CK, Kubicek CP (1996) Mycoparasitic 
interaction relieves binding of the Cre1 carbon catabolite repressor protein to promoter 



260 P.K. Mukherjee et al.

sequences of the ech42 (endochitinase-encoding) gene in Trichoderma harzianum. Proc Natl 
Acad Sci USA 93:14868–14872

Lorito M, Woo SL, Garcia I, Colucci G, Harman GE, Pintor-Toro JA, Filippone E, Muccifora S, 
Lawrence CB, Zoina A, Tuzun S, Scala F (1998) Genes from mycoparasitic fungi as a source 
for improving plant resistance to fungal pathogens. Proc Natl Acad Sci USA 95:7860–7865

Mach RL, Zeilinger S (2003) Regulation of gene expression in industrial fungi: Trichoderma.
Appl Microbiol Biotechnol 60:515–522

Mach RL, Peterbauer CK, Payer K, Jaksits S, Woo SL, Zeilinger S, Kullnig CM, Lorito M, 
Kubicek CP (1999) Expression of two major chitinase genes of Trichoderma atroviride
(T harzianum P1) is triggered by different regulatory signals. Appl Environ Microbiol 
65:1858–1863

Marra R, Ambrosino P, Carbone V, Vinale F, Woo SL, Ruocco M, Ciliento R, Lanzuise S, Ferraioli S, 
Soriente I, Gigante S, Turra D, Fogliano V, Scala F, Lorito M (2006) Study of the three-way 
interaction between Trichoderma atroviride, plant and fungal pathogens by using a proteomic 
approach. Curr Genet 50:307–321

Massart S, Jijakli HM (2007) Use of molecular techniques to elucidate the mechanisms of action 
of fungal biocontrol agents: a review. J Microbiol Met 69:229–241

Mendoza-Mendoza A, Pozo MJ, Grzegorski D, Martinez P, Garcia JM, Olmedo-Monfil V, Cortes C, 
Kenerley C, Herrera-Estrella A (2003) Enhanced biocontrol activity of Trichoderma through 
inactivation of a mitogen-activated protein kinase. Proc Natl Acad Sci USA 
100:15965–15970

Mendoza-Mendoza A, Rosales-Saavedra T, Cortes C, Castellanos-Juarez V, Martinez P, Herrera-
Estrella A (2007) The MAP kinase TVK1 regulates conidiation, hydrophobicity and the 
expression of genes encoding cell wall proteins in the fungus Trichoderma virens. Microbiology 
153:2137–2147

Montero M, Sanz L, Rey M, Monte E, Llobell A (2005) BGN163, a novel acidic beta-1-6-glucanase 
from mycoparasitic fungus Trichoderma harzianum. CECT 2413 FEBS J 272:3441–3448

Montero-Barrientos M, Cardoza RE, Gutierrez S, Monte E, Hermosa R (2007) The heterologous 
overexpression of hsp23, a small heat-shock protein gene from Trichoderma virens, confers 
thermotolerance to T harzianum. Curr Genet 52:45–53

Mora A, Earle ED (2001) Combination of Trichoderma harzianum endochitinase and a mem-
brane-affecting fungicide on control of Alternaria leaf spot in transgenic broccoli plants. Appl 
Microbiol Biotechnol 55:306–310

Mukherjee M, Horwitz BA, Sherkhane PD, Hadar R, Mukherjee PK (2006) A secondary metabolite 
biosynthesis cluster in Trichoderma virens: evidence from analysis of genes underexpressed in 
a mutant defective in morphogenesis and antibiotic production. Curr Genet 50:193–202

Mukherjee M, Mukherjee PK, Kale SP (2007) cAMP signaling is involved in growth, germina-
tion, mycoparasitism and secondary metabolism in Trichoderma virens. Microbiology 
153:1734–1742

Mukherjee PK, Haware MP, Jayanthi S (1995a) Preliminary investigations in integrated biocontrol 
of Botrytis gray mold of chickpea. Ind Phytotpath 48:141–149

Mukherjee PK, Mukhopadhyay AN, Sarmah D, Shreshtha SM (1995b) Comparative antago-
nistic properties of Gliocladium virens and Trichoderma harzianum on Sclerotium rolfsii
and Rhizoctonia solani – its relevance to understanding the mechanisms of biocontrol. J 
Phytopathol 143:275–279

Mukherjee PK, Latha J, Hadar R, Horwitz BA (2003) TmkA, a mitogen activated protein kinase 
of Trichoderma virens, is involved in biocontrol properties and repression of conidiation in the 
dark. Eukaryot Cell 2:446–455

Mukherjee PK, Latha J, Hadar R, Horwitz A (2004) Role of two G-protein alpha subunits, TgaA 
and TgaB, in the antagonism of Trichoderma virens against plant pathogens. Appl Environ 
Microbiol 70:542–549

Mukherjee PK, Hadar R, Pardovitz-Kedmi E, Trushina N, Horwitz BA (2006) MRSP1, encoding 
a novel Trichoderma secreted protein, is negatively regulated by MAPK. Biochem Biophys 
Res Commun 350:716–722



10 Molecular Mechanisms of Biocontrol by Trichoderma spp. 261

Mukhopadhyay AN, Mukherjee PK (1996) Fungi as fungicides. Int J Trop Plant Dis 14:1–17
Mukhopadhyay AN, Shrestha SM, Mukherjee PK (1992) Biological seed treatment for control of 

soilborne plant pathogens FAO. Plant Prot Bull 40:21–30
Noël A, Levasseur C, Le V-Q, Séguin A (2005) Enhanced resistance to fungal pathogens in forest 

trees by genetic transformation of black spruce and hybrid poplar with a Trichoderma har-
zianum endochitinase gene. Physiol Mol Plant Pathol 67:92–99

Olmedo-Monfil V, Mendoza-Mendoza A, Gomez I, Cortes C, Hererra-Estrella A (2002) Multiple 
environmental signals determine the transcriptional activation of the mycoparasitism related 
gene prb1 in Trichoderma atroviride. Mol Genet Genom 267:703–712

Olson HA, Benson DM (2007) Induced systemic resistance and the role of binucleate Rhizoctonia
and Trichoderma hamatum 382 in biocontrol of Botrytis blight in geranium. Biol Control 
42:233–241

Peterbauer C, Brunner K, Mach RL, Kubicek CP (2002a) Identification of the N-acetyl-D-glu-
cosamine-inducible element in the promoter of the Trichoderma atroviride bag1 gene encod-
ing N-acetyl-glucosamidase. Mol Genet Genomics 267:162–170

Peterbauer C, Litscher D, Kubicek CP (2002b) The Trichoderma atroviride seb1 (stress response 
element binding) gene encodes an AGGGG-binding protein which is involved in the response 
to high osmolarity stress. Mol Genet Genomics 268:223–231

Pozo MJ, Baek JM, Garcia JM, Kenerley CM (2004) Functional analysis of tvsp1, a serine pro-
tease-encoding gene in the biocontrol agent Trichoderma virens Fungal Genet Biol 
41:336–348

Reithner B, Brunner K, Schumacher R, Peissl I, Seidl V, Krska R, Zeilinger S (2005) The G pro-
tein alpha ?subunit Tga1 of Trichoderma atroviride is involved in chitinase formation and dif-
ferential production of antifungal metabolites Fungal Genet Biol 42:749–760

Reithner B, Brunner K, Schumacher R, Stoppacher N, Pucher M, Brunner K, Zeilinger S (2007) 
Signaling via the Trichoderma atroviride mitogen-activated protein kinase Tmk1 differentially affects 
mycoparasitism and plant protection. Fungal Genet Biol 44:1123–1133; doi:101016/jfgb200704001

Rocha-Ramirez V, Omero C, Chet I, Horwitz BA, Herrera-Estrella A (2002) Trichoderma atrovir-
ide G-protein alpha subunit gene tga1 is involved in mycoparasitic coiling and conidiation. 
Eukaryot Cell 1:594–605

Sakuno E, Yabe K, Hamasaki T, Nakajima H (2000) A new inhibitor of 5′-hydroxyaverantin 
dehydrogenase, an enzyme involved in aflatoxin biosynthesis, from Trichoderma hamatum J 
Nat Prod 63:1677–1678

Samac DA, Tesfaye M, Dornbusch M, Saruul P, Temple SJ (2004) A comparison of constitutive pro-
moters for expression of transgenes in alfalfa (Medicago sativa). Transgenic Res 13:349–361

Sanz L, Montero M, Redondo J, Llobell A, Monte E (2005) Expression of an alpha-1,3-glucanase 
during mycoparasitic interaction of Trichoderma asperellum. FEBS J 272:493–499

Seidl V, Huemer B, Seiboth B, Kubicek CP (2005) A complete survey of Trichoderma chitinases 
reveals three distinct subgroups of family 18 chitinases. FEBS J 272:5923–5939

Seidl V, Marchetti M, Schandl R, Allmaier G, Kubicek CP (2006a) Epl1, the major secreted pro-
tein of Hypocrea atroviridis on glucose, is a member of a strongly conserved protein family 
comprising plant defense response elicitors. FEBS J 273:4346–4359

Seidl V, Schmoll M, Scherm B, Balmas V, Seiboth B, Migheli Q, Kubicek CP (2006b) Antagonism 
of Pythium blight of zucchini by Hypocrea jecorina does not require cellulase gene expression 
but is improved by carbon catabolite derepression. FEMS Microbiol Lett 257:145–151

Shakeri J, Foster HA (2007) Proteolytic activity and antibiotic production by Trichoderma har-
zianum in relation to pathogenicity to insects. Enz Micro Technol 40(4):961–968

Shanmugam V, Sriram S, Babu S, Nandakumar R, Raguchander T, Balasubramanian P, 
Samiyappan R (2001) Purification and characterization of an extracellular alpha-glucosidase 
protein from Trichoderma viride which degrades a phytotoxin associated with sheath blight 
disease in rice. J Appl Microbiol 90:320–329

Shoresh M, Gal-On A, Leibman D, Chet I (2006) Characterization of a mitogen-activated protein 
kinase gene from cucumber required for Trichoderma-conferred plant resistance. Plant Physiol 
142:1169–1179



262 P.K. Mukherjee et al.

Siddiqui IA, Shaukat SS (2004) Trichoderma harzianum enhances the production of nematicidal 
compounds in vitro and improves biocontrol of Meloidogyne javanica by Pseudomonas fluo-
rescens in tomato. Lett Appl Microbiol 38:169–175

Sivasithamparam K, Ghisalbarti E (1998) Secondary metabolism. In: Harman GE, Kubicek CP 
(eds) Trichoderma and Gliocladium, vol 1. Basic biology, taxonomy and genetics Taylor and 
Francis London, UK, pp 139–191

Suarez MB, Sanz L, Chamorro MI, Rey M, Gonzalez FJ, Llobell A, Monte E (2005) Proteomic 
analysis of secreted proteins from Trichoderma harzianum. Identification of a fungal cell wall-
induced aspartic protease. Fungal Genet Biol 42:924–934

Viterbo A, Chet I (2006) TasHyd1, a new hydrophobin gene from the biocontrol agent Trichoderma 
asperellum is involved in plant root colonization. Mol Plant Path 7:249–258

Viterbo A, Montero M, Ramot O, Friesem D, Monte E, Llobell A, Chet I (2002a) Expression regu-
lation of the endochitinase chit36 from Trichoderma asperellum (T harzianum T203). Curr 
Genet 42:114–122

Viterbo A, Ramot O, Chemir I, Chet I (2002b) Significance of lytic enzymes from Trichoderma
spp in the biocontrol of fungal plant pathogens. Anton Leewenhoek 81:549–556

Viterbo A, Harel M, Horwitz BA, Chet I, Mukherjee PK (2005) Trichoderma mitogen-activated 
protein kinase signaling is involved in induction of plant systemic resistance. Appl Environ 
Microbiol 71:6241–6246

Vizcaino JA, Sanz L, Cardoza RE, Monte E, Gutierrez S (2005) Detection of putative peptide 
synthetase genes in Trichoderma species: application of this method to the cloning of a gene 
from T harzianum CECT 2413. FEMS Microbiol Lett 244:139–148

Wiest A, Grzegorski D, Xu BW, Goulard C, Rebuffat S, Ebbole DJ, Bodo B, Kenerley C (2002) 
Identification of peptaibols from Trichoderma virens and cloning of a peptaibol synthetase. 
J Biol Chem 277:20862–20868

Wilhite SE, Lumsden RD, Straney DC (1994) Mutational analysis of gliotoxin production by the 
biocontrol fungus Gliocladium virens in relation to suppression of Pythium damping-off 
Phytopathology 84:816–821

Wilhite SE, Lumsden RD, Straney DC (2001) Peptide synthetase gene in Trichoderma virens.
Appl Environ Microbiol 67:5055–5062

Woo SL, Donzelli B, Scala F, Mach R, Harman GE, Kubicek CP, Del Sorbo G, Lorito M (1999) 
Disruption of the ech42 (endochitinase-encoding) gene affects biocontrol activity in 
Trichoderma harzianum P1. Mol Plant Microbe Interact 12:419–429

Xu JR (2000) Map kinases in fungal pathogens Fungal Genet Biol 31:137–152
Yates IE, Meredith F, Smart W, Bacon CW, Jaworski AJ (1999) Trichoderma viride suppresses 

fumonisin B1 production by Fusarium moniliforme. J Food Prot 62:1326–1332
Yedidia I, Benhamou N, Chet I (1999) Induction of defense responses in cucumber plants 

(Cucumis sativus L) by the biocontrol agent Trichoderma harzianum. Appl Environ Microbiol 
65:1061–1070

Yedidia I, Benhamou N, Kapulnik Y, Chet I (2000) Induction and accumulation of PR proteins 
activity during early stages of root colonization by the mycoparasite Trichoderma harzianum
strain T-203. Plant Physiol Biochem 38:863–873

Yedidia I, Shoresh M, Kerem Z, Benhamou N, Kapulnik Y, Chet I (2003) Concomitant induction 
of systemic resistance to Pseudomonas syringae pv lachrymans in cucumber by Trichoderma 
asperellum (T-203) and accumulation of phytoalexins. Appl Env Microbiol 69:7343–7353

Zeilinger S, Galhaup C, Payer K, Woo SL, Mach RL, Fekete C, Lorito M, Kubicek CP (1999) 
Chitinase gene expression during mycoparasitic interaction of Trichoderma harzianum with its 
host. Fungal Genet Biol 26:131–140

Zeilinger S, Reithner B, Scala V, Piessl I, Lorito M, Mach R (2005) Signal transduction by Tga3, 
a novel G protein alpha subunit of Trichoderma atroviride. Appl Environ Microbiol 
71:1591–1597

Zhou X, Xu S, Liu L, Chen J (2007) Degradation of cyanide by Trichoderma mutants constructed 
by restriction enzyme mediated integration (REMI). Bio Res Technol 98:2958–2962



Chapter 11
Quorum Sensing in Bacteria-Plant Interactions

Kristien Braeken, Ruth Daniels, Maxime Ndayizeye, Jos Vanderleyden, 
and Jan Michiels(*ü )

11.1 Introduction

Multicellular organisms rely on an accurate communication between individual 
cells to coordinate many aspects of physiology and development. Prokaryotic 
organisms, although unicellular, also express certain traits only when a critical 
number of bacteria has been reached. Here, the individual bacterium benefits from 
joint multicellular behaviour to survive, compete and persist in nature, or to colo-
nize a particular host. Therefore, they have to communicate with each other. Fuqua 
et al. (1994) introduced the term “quorum sensing (QS)” to describe the process 
where bacterial communication is used to monitor population density and to change 
bacterial gene expression and behaviour accordingly (Fuqua et al. 2001; von 
Bodman et al. 2003a). Essentially, QS is based on production of low-mass signal-
ling molecules, the extracellular concentration of which is related to the population 
density of the producing organisms. These signalling molecules can be sensed by 
the bacterial cells and this allows the population to initiate a concerted action once 
a critical concentration (“quorum”) has been reached (Whitehead et al. 2001). A wide 
range of (potential) low-mass signalling molecules have been identified. These 
include peptide-based signals in various Gram-positive organisms and the N-acyl 
homoserine lactone (AHL) signals found in many Gram-negative bacteria 
(Proteobacteria) (Fuqua et al. 2001; Whitehead et al. 2001) as well as many other 
signal molecules (for an overview see Visick and Fuqua 2005). However, Redfield 
(2002) suggested that in some cases quorum sensing might be a side effect of cells 
monitoring their diffusion environment instead of communicating. By this means, 
cells can regulate the secretion of effectors to minimize losses to extracellular 
diffusion. Most QS-regulated processes in plant-associated bacteria are mediated 
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by AHL (N-acyl homoserine lactone (HSL) )-based QS systems, which is the main 
focus of this chapter.

11.2  The Paradigm of AHL Quorum Sensing: 
The lux System

The first QS system described is that of the marine bacterium, Vibrio fisheri, which 
produces light when colonizing the light organs of the squid Eyprymna scolopes.
The V. fisheri QS system involves two major components: luxI, the AHL synthase-
encoding gene, and the transcriptional activator encoded by luxR. At low cell densi-
ties, low levels of LuxI inside the bacterial cell are responsible for production of 
N-(3-oxo-hexanoyl)-L-HSL (3-oxo-C

6
-HSL), a signal molecule moving freely 

across bacterial membranes. Once a critical concentration of this signal molecule 
has been reached (corresponding to a “quorum” of bacteria), it can bind and here-
with activate LuxR inside the cell. Activated LuxR is thought to bind a 20-bp ele-
ment of dyad symmetry, called lux-box, which results in transcriptional activation 
of the luxICDABEG genes, leading to increasing production of light and of 3-oxo-
C

6
-HSL. Therefore the process was originally called autoinduction and this QS 

system was thought to be unique for marine vibrios (reviewed by Fuqua et al. 2001; 
Whitehead et al. 2001).

However, identification of AHL-based systems in other bacteria during the past 
20 years proved this phenomenon is widespread among Proteobacteria with more 
than 50 species now recognized to produce AHLs (Fuqua et al. 2001). In both 
pathogenic and beneficial plant-associated bacteria, a large number of AHL-based 
QS systems were identified and shown to affect processes such as swarming, biofilm 
formation, conjugal plasmid transfer, stress survival and synthesis of colonization 
and virulence factors such as surfactants, exopolysaccharides (EPS), antibiotics and 
extracellular enzymes. An overview of the diverse phenomena regulated in repre-
sentative groups of these bacteria (symbiotic rhizobia, Agrobacterium sp., Erwinia
sp. and plant-associated pseudomonads) is presented in Table 11.1.

The structure of the AHLs discovered vary in the size of the acyl chains with 
lengths from 4 to 18 carbon atoms being identified so far (Whitehead et al. 2001; 
Marketon et al. 2002). Variability also exists in the third carbon position of the acyl 
chain, where a hydrogen, hydroxyl or oxo substitution can be found. Furthermore, 
unsaturated chains have been identified (von Bodman et al. 2003a). The produced 
AHL is released into the environment, either by passive diffusion, as observed for 
3-oxo-C

6
-HSL in V. fisheri (Kaplan and Greenberg 1985), or by a combination of 

diffusion and active transport for AHLs with longer acyl-side chains as described 
for 3-oxo-C

12
-HSL in Pseudomonas aeruginosa, where the mexAB-oprM operon, a 

member of a large family of antibiotic transporters, encodes a specific efflux pump 
involved in active transport of 3-oxo-C

12
-HSL (Pearson et al. 1999). It is not yet 

known if the release of the very long-chain AHLs produced by some plant-associated 
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bacteria is also assisted by efflux pumps. Further research in P. aeruginosa revealed 
that the MexGHI-OpmD pump is also essential for proper cell-cell communication 
as mutation of the genes encoding the efflux proteins resulted in the inability to 
produce 3-oxo-C

12
-HSL and PQS, Pseudomonas quinolone signal, another compo-

nent of the quorum sensing network in P. aeruginosa (Aendekerk et al. 2005). 
This effect is probably due to intracellular accumulation of a toxic PQS precursor 
and demonstrates the importance of proper functioning of efflux systems for QS at 
least in P. aeruginosa.

11.3  Molecular Mechanisms of AHL Production 
and Detection

11.3.1 AHL Production

Most of the organisms producing AHL were shown to possess one or more luxI-
type genes encoding LuxI homologous proteins that catalyze AHL formation. The 
reaction involves linking and lactonizing the methionine moiety from S-adenosyl-
methionine (SAM) to particular fatty acyl chains carried primarily on the acyl car-
rier protein (ACP) (Moré et al. 1996; Schaefer et al. 1996; Parsek et al. 1999). 
LuxI-type proteins are about 200 amino acids long and are most conserved in the 
amino-terminal portion, whereas the carboxy terminus is more divergent suggesting 
a role in recognition of the acyl chain (Fuqua et al. 2001). Recently, the structures 
of EsaI and LasI were determined (Watson et al. 2002; Gould et al. 2004). This 
revealed that the acyl binding is indeed determined by specific residues in the C-
terminal part. Different sizes of hydrophobic side chains of amino acids in this 
binding pocket contribute to the structure of the closed binding pocket in EsaI, 
 producing 3-oxo-C

6
-HSL and minor amounts of 3-oxo-C

8
-HSL, vs a tunnel like 

structure in LasI producing 3-oxo-C
12

-HSL. The latter structure places theoretically 
no restriction on the length of the acyl-chain that can be bound. How LasI selects 
longer acyl-ACPs relative to shorter, more prevalent, ones is not known. 
Determination of a co-crystal structure of acyl-ACP and AHL-synthase might 
resolve this question (Gould et al. 2004). Besides residues limiting the length of the 
acyl chain in the binding pocket, the presence or absence of a Ser/Thr at position 
140 in EsaI was shown to constitute the basis for the C

3
 substitution of the acyl 

chain (Watson et al. 2002).
Besides the LuxI-type of AHL synthases, a different class of AHL synthases 

was described in Vibrio species: LuxM/AinS. The precursors for AinS seem to be 
similar to those of LuxI-type of AHL synthases although both octanoyl-CoA and 
octanoyl-ACP could serve as acyl donors. Whether the same is true for LuxM 
remains to be determined (Hanzelka et al. 1999; Fuqua et al. 2001). Finally, in 
Pseudomonas fluorescens 113, a third potential AHL synthase was described 
(Laue et al. 2000). A gene, named hdtS, was identified and this locus directs the 
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synthesis of a protein of approximately 33 kDa, capable of synthesizing 3-OH-
C

14:1
-HSL, C

10
-HSL and C

6
-HSL in E. coli (Laue et al. 2000). Further research 

revealed that HdtS is the primary lysophosphatidic acid (LPA)-acyltransferase in 
P. fluorescens 113, normally responsible for the production of phosphatidic acid, 
a crucial phospholipid intermediate in cell membrane biosynthesis by acyl chain 
transfer to LPA. These authors also failed to detect AHL production in E. coli after 
transfer of hdtS, so at present it is not clear whether HdtS is involved in AHL pro-
duction (Cullinane et al. 2005).

11.3.2 AHL Detection

AHL levels influence gene expression through their interaction with LuxR-type 
transcriptional regulators. Biochemical and genetic studies of a number of LuxR 
homologues have revealed that they are two-domain proteins (Fuqua et al. 2001). 
The N-terminal domain binds to a specific AHL and mediates oligomerization, 
while the C-terminal domain contains a helix-turn-helix DNA binding region 
(Fuqua et al. 2001). Although no membrane spanning elements are present in 
V. fisheri, it has been proposed that LuxR contacts the inner side of the cytoplasmic 
membrane through amphipathic interactions which is in line with the observation 
that monomeric TraR in absence of AHLs cofractionates with the membrane frac-
tion in A. tumefaciens (Qin et al. 2000). However, AHL-binding results in structural 
changes of TraR and shifts the equilibrium towards stable dimer formation and 
release of TraR complexes in the cytoplasm (Qin et al. 2000). It is proposed that the 
AHL serves as a scaffold for folding and stabilizes the DNA binding conformation 
of the activator TraR, and that the lack of AHL enhances the proteolysis of the TraR 
protein (Zhu and Winans 2001). The resolution of the crystal structure for TraR in 
complex with its cognate signal, 3-oxo-C

8
-HSL, and its target lux box-like sequence 

proved that functional TraR is a dimer and that the AHL is entirely buried within 
its binding pocket (Vannini et al. 2002; Zhang RG et al. 2002). The N-terminal 
AHL-binding domain of TraR is sufficient for 3-oxo-C

8
-HSL binding and dimeriza-

tion, as TraR fragments containing only this domain are able to form inactive het-
erodimers with full-length protein (Luo et al. 2003). This might constitute a higher 
level of regulation in A. tumefaciens as a natural deletion allele, TrlR has been 
described (Chai et al. 2001). In addition, the TraM protein, although it shares no 
homology with TraR, exerts its function through formation of inactive heterodimers 
(Hwang et al. 1999; Vannini et al. 2004).

Although homologues, diversity in the mechanism of activation seems to 
occur between LuxR-type proteins. While CarR of Erwinia carotovora also 
binds its autoinducer, CarR exists as a preformed dimer and autoinducer binding 
causes the dimers to form higher-order multimers (Welch et al. 2000). LuxR-
type activator proteins usually require cis-acting DNA elements, referred to as 
lux box homologues (Fuqua et al. 2001). However, several reports mention 
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 regulated genes for which there are no obvious defined lux-type boxes. Once 
bound to the DNA sequence, LuxR-type proteins facilitate the binding of RNAP, 
via specific residues contacting RNAP. Direct interaction between N-terminal 
domains of TraR and the α subunit of RNAP has also been described (White and 
Winans 2005).

While most characterized members of LuxR-type proteins are activators of tran-
scription as described above, a few LuxR-type proteins, such as EsaR and ExpR

Ecc
,

act as repressors. These homologues recognize and bind to a DNA binding site, 
which is positioned in a way that it blocks the transcriptional activity of the RNA 
polymerase (von Bodman et al. 1998; Andersson et al. 2000). In contrast to the sta-
bilizing effect of AHL binding on the activating LuxR-type proteins, AHL-binding 
to EsaR promotes structural changes that result in reduced DNA binding potential 
(Minogue et al. 2002). Whether these conformational changes also render AHL-
EsaR sensitive to proteolysis, remains to be studied. A study of von Bodman et al. 
(2003b) revealed that, although the AHL responsiveness of both proteins is the 
opposite of that shown by most LuxR family members, EsaR and ExpR

Ecc
 have 

preserved the ability to interact with RNA polymerase. Indeed, when expression 
from a typical activator-type sequence (luxI promoter) was measured, EsaR and 
ExpR could bind and activate transcription, although to a lower level as LuxR 
because of their lower affinity for the lux box. In contrast to LuxR, EsaR and ExpR 
bind and activate expression in absence of AHL and activation is abolished upon 
addition of the corresponding AHLs.

Despite the overall homology of LuxI/LuxR homologues between related 
strains, the AHLs produced and recognized might be strain-specific as is illustrated 
by the ExpI/ExpR homologues found in closely related Erwinia strains. In these 
strains, ExpR is inactivated specifically by the main AHL produced by the corre-
sponding ExpI (Class I strains: 3-oxo-C

8
-HSL; Class II strains: 3-oxo-C

6
-HSL; see 

also Table 11.1) (Chatterjee et al. 2005). However, recent research revealed that the 
situation is even more complex as several Erwinia strains possess two ExpR homo-
logues, with ExpR1 reacting with the strains cognate AHL while the ExpR2 has a 
much broader specificity and might respond to signals from other strains or species 
(Sjöblom et al. 2006; Burr et al. 2006).

Finally, AHLs might have other roles besides their function as signal molecules. 
Kaufmann et al. (2005) demonstrated that N-(3-oxododecanoyl)-HSL and its 
nonenzymatically formed tetramic acid degradation product 3-(1-hydroxydecyli-
dene)-5-(2-hydroxyethyl)pyrrolidine-2,4-dione function as antibacterial agents. 
The latter product was shown to bind iron with comparable affinity to known bacte-
rial siderophores, which might play a role in the observed bactericidal activity of 
the molecule. Daniels et al. (2006) described a role for long-chain AHLs as biosur-
factants during swarming. These molecules were shown to possess significant sur-
face activity and to induce liquid flows, known as Marangoni flows, as a result of 
gradients in surface tension at biologically relevant concentrations. As a high popu-
lation density is most likely needed to obtain a sufficient concentration of AHL 
biosurfactant in the extracellular environment, the link with other quorum sensing-
regulated phenomena is logical.
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11.4  The Complexity of QS: QS Networks, Interspecies 
Crosstalk, Quorum Quenching, QS Mimics and 
Host Responses

11.4.1 QS Networks

During the last decade, extensive studies on QS revealed the complexity and variety 
in molecular arrangements that enable communication between bacterial cells 
(reviewed by Waters and Bassler 2005). One aspect of this is that bacteria often 
possess multiple QS systems either functioning in parallel or in a hierarchic mode. 
The best studied example of QS systems operating in parallel is V. harveyi, possess-
ing three parallel systems. Inputs of all these signals are integrated at the level of 
LuxU phosphorylation and finally results in bioluminescence via the LuxO 
response regulator (reviewed by Waters and Bassler 2005). The prototype of hier-
archical QS systems is the pathogen P. aeruginosa with the LasIR QS system atop 
of the RhlIR system. The P. aeruginosa quinolone signal, 2-heptyl-3-hydroxy-4-
quinolone (PQS), adds a further level of complexity to the QS network, as it pro-
vides an additional link between the las and rhl systems. In addition, the quorum 
sensing cascade of P. aeruginosa is subjected to regulation by a number of addi-
tional regulatory factors (reviewed by: Whitehead et al. 2001; Daniels et al. 2004; 
Venturi 2006).

Within the plant-associated bacteria, the most complex QS network has been 
described in Rhizobium leguminosarum bv. viciae with the chromosomal cinIR
system atop of a cascade involving raiIR (pIJ9001), rhiIR and traIR-bisR (pSYM) 
as depicted in Fig. 11.1 (Rodelas et al. 1999; Lithgow et al. 2000; Wisniewsky-Dyé 
et al. 2002, Wilkinson et al. 2002). Most strains of Rhizobium leguminosarum were 
known to produce a low-molecular weight component that was referred to as small 
bacteriocin (Hirsch 1979; Wijffelman et al. 1983) because it results in growth 
 inhibition of a sensitive R. leguminosarum strain. Later on, this molecule was char-
acterized structurally as 3-OH-C

14:1
-HSL (Schripsema et al. 1996). Independently, 

Gray et al. (1996) identified this molecule as an inducer of the rhiABC operon, reg-
ulated by the LuxR-type regulator RhiR. The rhiABC genes are located on the 
symbiotic plasmid pRL1JI and, although their function is unknown, rhiA was 
shown to be highly expressed in bacteroids (Dibb et al. 1984). Furthermore, rhiABC
expression is repressed by flavonoids (Economou et al. 1989) and is involved in 
efficient nodulation of pea and vetch (Cubo et al. 1992). Induction of rhiABC
expression by 3-OH-C

14:1
-HSL was found to be dependent on RhiR (Gray et al. 

1996). Later work revealed the presence of an AHL synthase encoding gene, rhiI
upstream of rhiABC (Rodelas et al. 1999). RhiI produces C

6
-HSL and C

8
-HSL, both 

of which activate rhiR-dependent induction of rhiABC. This led to the hypothesis 
that 3-OH-C

14:1
-HSL is an upstream regulatory molecule positively influencing 

production of other AHLs (Rodelas et al. 1999). The discovery of the cin locus, 
containing CinI responsible for 3-OH-C

14:1
-HSL synthesis, confirmed this hypothesis 

(Lithgow et al. 2000) and further work confirmed the role of CinIR as a master 
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regulator of the QS systems in R. leguminosarum, including the later on described 
pIJ9001-located raiIR locus and the pRL1JI-located locus (traI, bisR, traR), highly 
homologous to the plasmid transfer region of the A. tumefaciens Ti-plasmid 
(Lithgow et al. 2001; Wisniewski-Dyé et al. 2002; Wilkinson et al. 2002). Together, 
these systems form a complex intertwined network.

The plasmid-borne rai system is highly similar to the rai system of R. etli
CNPAF512 (Rosemeyer et al. 1998). RaiI mainly synthesizes 3-OH-C

8
-HSL and 

minor amounts of C
6
-HSL, C

7
-HSL and C

8
-HSL. The raiI gene is upregulated by 

RaiR and 3-OH-C8-HSL, but also influenced by 3-OH-C
14:1

-HSL and 3-oxo-C
8
-

HSL (Wisniewski-Dyé et al. 2002). The source of this 3-oxo-C
8
-HSL was identified 

as TraI, located on the symbiotic plasmid. Together with the downstream located 
bisR and traR genes, traI is mainly involved in regulation of the conjugal plasmid 
transfer genes. Besides 3-oxo-C

8
-HSL, TraI also produces small amounts of C

8
-HSL. 

The expression of traR is induced by BisR in the presence of low concentrations of 

Chromosome

cinR cinI

3-OH-C14:1-HSL

+

raiI raiR

C6-HSL C7-HSL
C8-HSL

3-OH-C8-HSL +

+

trbB-ItraI

3-oxo-C8-HSL
C8-HSL

traR traMbisR

+

−

−

+

pRL1JI

rhiABC rhiRrhiI

C8-HSL, C6-HSL

+

−
stationary phase

pIJ9001

Growth inhibition

Effect on
nodulation

pSym conjugal transfer

Fig. 11.1 QS network in R. leguminosarum, Four identified QS systems in R. leguminosarum
strain 34. The chromosomally located cinRI system, producing 3-OH-C

14:1
, is on top of the regula-

tory cascade. The dual relationship between cinRI and the traI-bisR-traR locus enables pRL1JI-
carrying donor strains to switch on transfer genes only when 3-OH-C

14:1
-HSL producing acceptor 

strains are in the close environment. The 3-oxo-C
8
-HSL produced by TraI also influences expres-

sion of the rhi and rai locus situated on plasmid pRL1JI and pIJ9001 respectively. Effects of 3-
OH-C

14:1
 on the rhi locus are probably indirect via TraI-produced QS signal molecules. Loci 

involved in the growth inhibition phenomenon are indicated in gray. + and − indicate activation 
or repression of the genes at the end of the arrow/line
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the CinI-made 3-OH-C
14:1

-HSL. BisR also represses cinI expression in donor 
strains carrying pSym. Afterwards, TraR activates expression of traI in cooperation 
with the TraI-made signal molecules. Downstream of traR, a traM-homologue was 
found corresponding to the organization in A. tumefaciens. TraM was proven to 
reduce premature expression of the traI-trb operon, probably because TraM titrates 
TraR at low expression levels of traR. In the stationary phase, TraI-made QS signal 
molecules exert a negative effect on traR expression (Wilkinson et al. 2002; Danino 
et al. 2003).

Although the complex relationships between the QS systems are now becoming 
apparent, the functions of these networks during symbiosis are less clear. No clear 
symbiotic phenotypes were associated with the RaiIR or CinIR QS systems. It was 
suggested they could play a role in environmental adaptation not readily observed 
in standard laboratory tests of growth and nodulation (Lithgow et al. 2000; 
Wisniewski-Dyé et al. 2002). The traIR bisR system was shown to be involved in 
conjugal transfer of the pSym, and the relationship with the cin system enables 
donor strains to induce plasmid transfer specifically when pRL1JI-deficient strains, 
producing 3-OH-C

14:1
-HSL, are in close proximity (Wilkinson et al. 2002; Danino 

et al. 2003). Involvement of quorum sensing in conjugal plasmid transfer was also 
described for Rhizobium NGR234, Rhizobium etli CFN42and Sinorhizobium
meliloti Rm41 (He et al. 2003; Marketon and Gonzalez 2002; Tun-Garrido et al. 
2003). Furthermore, 3-OH-C

14:1
-HSL in R. leguminosarum is associated with 

growth inhibition by converting exponential growing cells into stationary phase 
cells, arresting further growth even though cell densities remain low (Gray et al. 
1996). However, this effect requires the presence of pRL1IJ. Moreover, addition of 
3-OH-C

14:1
-HSL could rescue starvation survival in certain R. leguminosarum

strains that entered the stationary phase at low cell density, although additional 
components of spent medium are required to observe this in R. leguminosarum
8401/pRL1IJ and no effect was observed in R. leguminosarum 8401 (Thorne and 
Williams 1999; Lithgow et al. 2000). These data correlate well with the work of 
Wilkinson et al. (2002), who demonstrated that the bisR and traR loci on the sym-
biotic plasmid pRL1IJ, in addition to the TraI-made signal molecules 3-oxo-C

8
-

HSL and C
8
-HSL, are required for the growth inhibition phenomenon. Most likely, 

high level induction of TraR by the 3-OH-C
14:1

-HSL-BisR complex causes growth 
effects in the presence of 3-oxo-C

8
-HSL and C

8
-HSL as TraR in conjunction with 

one of these AHLs affects additional genes in the bacterium. Probably these genes 
are also located elsewhere in the genome, although they have not yet been charac-
terized (Wilkinson et al. 2002).

The only reported systematic investigation for QS-regulated genes so far in 
R. leguminosarum species, is a proteomic analysis of QS-regulated genes in another 
strain, R. leguminosarum bv. viciae UPM791, by a quorum quenching approach. 
This strain harbours four native plasmids and the proteomic analysis revealed that 
only a modest fraction of the proteins was affected during the quorum quenching 
approach. Moreover, the number of regulated genes identified also depended on the 
presence of pSym and another endogenous plasmid (Cantero et al. 2006). The three 
main quorum-induced polypeptides appeared to be isoforms of the RhiA protein, 
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although the origin and role of these modifications are presently unknown (Cantero 
et al. 2006).

Finally, a relatively new topic in the QS regulatory cascades is the relationship 
with small RNAs-mediated-gene regulation. Basically, these small RNAs (RsmB in 
E. carotovora; RsmX, RsmY and RsmZ in P. fluorescens) function by sequestering 
an RNA-binding protein RsmA involved in repression of secondary metabolism in 
E. carotovora or synthesis of extracellular secondary metabolites in P. fluorescens
(von Bodman et al. 2003a; Kay et al. 2005). RsmA expression in certain E. carotovora
species was shown to be affected by ExpR (Cui et al. 2005; Sjöblom et al. 2006). 
In P. fluorescens, the small RNAs contribute to the fine-tuning of the GacS/A 
controlled population-density dependent regulation (Kay et al. 2005) (see also 
Table 11.1; reviewed by Bejerano-Sagie and Xavier 2007).

11.4.2 Interspecies Crosstalk

The observation that many QS signal molecules are produced by multiple bacte-
rial species suggests that these molecules function in intraspecies as well as in 
interspecies communication (see also Fig. 11.2). This is most extensively studied 
for the LuxS-produced AI-2 signal, as this pathway occurs in more than 55 spe-
cies of both Gram-positive and Gram-negative bacteria (reviewed by Waters and 
Bassler 2005).

Many bacteria inhabiting the rhizosphere and plant surfaces produce AHL QS 
signals. Members of the genus Rhizobium show the greatest diversity, with some 
producing only one and others producing as many as nine detectable putative sig-
nals (Cha et al. 1998; Marketon and González 2002). Moreover, TLC analysis 
revealed that many of these species have AHLs in common such as, e.g. 3-oxo-C

8
-

HSL which is found in many rhizobia, A. tumefaciens, Erwinia carotovora pv. 
atroseptica and others. Also, several isolates mainly from the rhizobia, produce 
extremely nonpolar compounds indicative of very long acyl side-chains. 
Communication between these species, either synergistically or competitively, may 
therefore play an important role in the dynamics of these microbial communities. 
In this respect, Sjöblom et al. (2006) reported that ExpR2 of Erwinia carotovora
subsp. carotovora is able to interact with non-cognate AHLs produced by other 
bacteria and that this can affect gene expression. Evidence of crosstalk arose earlier 
from a study showing that extracts of P. aeruginosa can induce QS-regulated viru-
lence factor production in Burkholderia cepacia (McKenney et al. 1995) whereas 
extracts of QS mutants failed to do this. Also, 8% of bacterial isolates from wheat 
root surfaces stimulated QS-regulated phenazine synthesis in P. aureofaciens strain 
30–84 when co-inoculated and growing in situ on the root surface (Pierson et al. 1998). 
The use of Gfp-based monitoring strains, that allow in situ visualization of AHL-
mediated communication between individual cells in the tomato rhizosphere, confirmed 
that ca. 12% provoked a positive signal with one or more of the monitor strains. 
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Moreover, this study showed that AHLs are capable of diffusing over  relatively 
long distances in the rhizosphere (Steidle et al. 2001). In addition to the positive 
interaction between the species described above, numerous reports have demon-
strated that interference with QS-mediated signal molecules also frequently occurs 
not only between bacteria but also between bacteria and higher plants (see below). 
Finally, the discovery of a LuxR homologue, SdiA, in Salmonella enterica serovar 
Typhimurium and E. coli, without the presence of a gene homologous to AHL syn-
thases, further complicates the communication network as these bacteria may be 
able to eavesdrop on other microbes communication without producing these mol-
ecules themselves (Ahmer et al. 1998; Michael et al. 2001). Recent work revealed 
that a number of AHL-type molecules can induce conformational changes upon 
binding SdiA, thereby releasing the SdiA protein in a soluble form. The fact that a 
number of AHL can bind SdiA is consistent with its postulated biological function 
as a detector of the presence of other species of bacteria (Yao et al. 2006).

Bacteria

Plant

AHLs

Bacterial interspecies and intraspecies
responses to AHLs (Table 1)

Plant responses to AHLs
• protein processing / degradation
• plant hormone synthesis
  and responses 
• plant defense
• stress response
• flavonoid synthesis
• primary metabolic functions
• cytoskeleton

AHL degrading
enzymes

Lactonase

Acylase

AHL mimics

Bacterial responses
to AHL mimics

+ or − effects on AHL responses

Fig. 11.2 AHL-mediated responses in the plant-bacterium interaction. A pool of AHL signals 
(white triangles and rectangles) produced by different Gram-negative bacteria is present in the 
neighborhood of plants. These AHLs can be detected by the bacteria present and affect a range of 
processes in the bacterial community (Table 11.1). Besides AHLs production, a number of bacte-
ria are also shown to interfere with the outcome of AHL signaling by the production of enzymes 
that degrade the AHLs. Plants also respond to the bacterial AHLs signals, as has mainly been 
studied for M. truncatula by Mathesius et al. (2003). More importantly, different plants were 
found to participate in the signaling cascade by the production of AHL mimics (black rectangles 
and triangles) that can positively or negatively affect bacterial QS, possibly via effects on bacterial 
AHL synthesis or secretion
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11.4.3 Quorum Quenching, QS Mimics and Host Response

Many Bacillus species are now shown to secrete an AHL lactonase, encoded by 
aiiA homologous genes, that is non specific with regard to the AHL side chain and 
this enables them to interfere with AHL-based QS between other bacteria (Dong et al. 
2002). Recent resolution of the crystal structure the Bacillus thuringiensis lactonase 
in complex with AHL reveals that it is a metalloenzyme containing two zinc ions 
involved in catalysis (Liu et al. 2005; Kim et al. 2005). In addition, species have 
been identified that degrade AHL to use the breakdown products as carbon or nitro-
gen source. In Variovorax paradoxus and probably also Ralstonia sp., this is medi-
ated by an AHL-acylase, encoded by aiiD or homologous genes (Leadbetter and 
Greenberg 2000; Lin et al. 2003). Enzymatic AHL-degrading activities seem to be 
much more widespread and have now been described in many other species includ-
ing Arthrobacter and Klebsiella (Park et al. 2003; d’Angelo-Picard et al. 2005; 
Yang et al. 2005). Interestingly, some bacteria use these mechanisms to degrade 
their own AHLs. These include A. tumefaciens, encoding AttM, an AHL lactonase, 
whose expression is upregulated at the stationary phase and results in a sharp 
decline of 3-oxo-C

8
-HSL levels, necessary for Ti-plasmid conjugal transfer (Zhang 

HB et al. 2002). Upregulation depends on a functional rel
Atum

 gene (Zhang HB et al. 
2004). Recently, Chevrot et al. (2006) showed that the activity of the lactonase is 
also influenced by the level of GABA, a non-protein amino acid whose concentra-
tion increases rapidly in wounded plant tissues. GABA stimulated the inactivation 
of 3-oxo-C

8
-HSL by inducing the expression of the attKLM operon, of which only 

attM is functionally characterized and found to encode the AHL lactonase (Zhang 
HB et al. 2002). Further research revealed that mutation of the aldH gene, encoding 
a succinic semialdehyde dehydrogenase (an enzyme of the GABA degradation 
pathway) which is involved in the conversion of succinic semialdehyde (SSA) to 
succinic acid, also results in early expression of attM. SSA was shown to bind the 
AttJ repressor (Wang et al. 2006). Also, P. aeruginosa was shown to encode an 
AiiD-type acylase, PvdQ, that specifically degrades long-acyl but not short-
acyl-HSLs. This enzyme was shown to be sufficient although not necessary for 
AHL utilization (Huang et al. 2003). Recently, a second gene, quiP (for quorum
signal utilization and inactivation protein), was discovered that probably encodes 
the main enzyme responsible for the observed AHL acylase activity as quiP
mutants are defective for growth in a culture containing C

10
-HSL as the sole carbon 

and nitrogen source (Huang et al. 2006). Further research is required to determine 
how P. aeruginosa balances expression of QS systems and its AHL acylase activi-
ties to avoid futile cycling. Finally, Pierson and coworkers also found that a sub-
stantial fraction of bacterial isolates negatively influenced phenazine production in 
P. aureofaciens strain 30–84. The negatively acting signals from all strains tested 
were not extractable by nonpolar solvents in contrast to other described QS inhibi-
tors (see below). Further characterization of the compound from one strain revealed 
that it is heat stable and protease resistant making it unlikely that an enzyme 
degrading AHLs is involved (Morello et al. 2004).
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Besides bacteria, plants are also able to interfere with or to mimic QS signal-
ling between bacteria. The first reported AHL mimic was discovered in the red 
algae Delisea pulchra, which produces a halogenated furanone bearing struc-
tural similarity to AHLs and specifically inhibiting swarming behaviour in 
Serratia liquefaciens (Givskov et al. 1996). The furanones probably exert their 
action by binding LuxR-type proteins in a non-agonist fashion, thereby acceler-
ating LuxR decay (Manefield et al. 2002). More effects of furanones on QS and 
QS-regulated phenotypes were recently reviewed by Shiner et al. (2005). A sec-
ond compound interfering with QS are diketopiperazines, a family of cyclic 
dipeptides found in the supernatant of numerous bacterial species. Holden et al. 
(1999) reported that these compounds can modulate QS in several species by 
acting as AHL antagonists of some LuxR-based systems and as agonists in oth-
ers. However, concentrations necessary to activate biosensors are high compared 
to those of natural AHLs and of the furanones that antagonize swarming in 
S. liquefaciens. Many higher plant species, such as pea, rice, soybean, tomato, 
crown vetch, and Medicago truncatula, secrete substances that mimic AHL sig-
nals and affect QS behaviour in bacteria. Both stimulatory and inhibitory effects 
have been described (Teplitski et al. 2000; Gao et al. 2003; reviewed by Bauer 
and Mathesius 2004). In M. truncatula, secretion of mimics depended on the 
developmental age of the seedlings and secretion of some compounds possibly 
also depends on prior exposure of the plant to bacteria (Gao et al. 2003). Most 
of the compounds partition into organic solvents in a different way compared to 
AHLs, suggesting they likely are novel compounds that interfere with QS in 
bacteria, although the exact structures remain to be identified (Bauer and 
Mathesius 2004). In the unicellular alga Chlamydomonas reinhardtii, ethyl ace-
tate extracts of culture supernatants contained more than a dozen chemically 
separable but unidentified substances capable of specifically stimulating the 
LasR or CepR AHL bacterial QS reporter strains but not other tested LuxR 
homologues including LuxR itself. Interestingly, in S. meliloti, one of these 
highly purified Chlamydomonas compounds stimulating the LasR reporter had 
both stimulatory and inhibitory effects on the accumulation of proteins that were 
altered in response to the bacterium’s own AHL signals (Teplitski et al. 2004). 
Furthermore, Keshavan et al. (2005) identified l-canavanine, an arginine ana-
logue, as one of the compounds produced by seed exudates of the S. meliloti host 
plant alfalfa that interferes with QS in certain reporter strains and with QS-
 regulated exp gene expression in S. meliloti. This provides evidence that plants 
can effectively influence and even disrupt bacterial QS by secretion of mimics. 
Mathesius et al. (2003) also reported on the effects of AHLs on plant gene 
expression by determining the effect of exposure of M. truncatula roots to 3-
oxo-C

12
-HSL or 3-oxo-C

16:1
-HSL. The abundance of over 150 proteins was 

changed, although the response depended on the concentration and identity of 
the AHLs, suggesting that plants can differentiate between QS signals from dif-
ferent bacteria. In addition, AHL treatment affected metabolites secreted by the 
roots, including the AHL mimics (Mathesius et al. 2003; Teplitski et al. 2004).



282 K. Braeken et al.

11.5 Conclusions

Research over the past decades showed that many plant-associated bacteria, from 
both pathogenic and beneficial species, use QS to regulate specific traits, some of 
these being important in the interaction with other bacteria or the host plant. Often 
these QS systems are part of complex regulatory networks that have only begun to 
be unraveled. Although many bacteria are now found to possess AHL-based LuxR/
LuxI homologous systems, the situation is far more complex as other types of QS 
systems and signaling molecules have been described. In addition, despite sequence 
homology, function and regulation of the QS systems may be adapted at species or 
even strain level and much more research is required to unravel the roles they play 
in the microbial communities and during bacteria-plant interaction. Moreover, 
besides their signaling role, additional biological functions of AHL and/or their 
degradation products have also been reported, including biosurfactant activity, anti-
microbial activity and a role as siderophore. The fact that host plants are able to 
respond or interrupt bacterial QS further illustrates that AHL signaling is an impor-
tant factor in determining the outcome of plant-bacteria interaction. Moreover, an 
increasing number of bacteria is described that can degrade AHLs, sometimes pro-
duced by the bacterium itself. Studying the dynamics of AHL production and deg-
radation and their effects on microbial communities and plant-interaction will help 
to fully understand the role of QS in plant-microbe interaction and may reveal fur-
ther control points for manipulation of these interactions.
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Chapter 12
Signals in the Underground: Microbial 
Signaling and Plant Productivity

Fazli Mabood, Woo Jin Jung, and Donald L. Smith(*ü )

12.1 Introduction

Green plants are the vehicle by which virtually all energy enters the terrestrial 
 biosphere. The rhizosphere is the first place where other organisms have a chronic 
access to this energy source and therefore an area of intense biological activity. 
Plants exude about 40% of photosynthates into the rhizosphere which makes it 
energy rich (Lynch and Whipps 1991). Due to the availability of substrates for 
metabolism, the rhizosphere is able to support large populations of microbes such 
as bacteria, actinomyctes, fungi, protozoa, algae, and viruses, etc. These rhizo-
sphere inhabiting microorganisms compete for water, nutrients and space and 
sometimes improve their competitiveness by developing an intimate association 
with the plant. The rhizosphere can also be a battlefield among these microorgan-
isms, with continuous competition and hostility among its inhabitants. The victors 
sometimes affect plant growth and development. However, it is becoming increas-
ingly clear that establishment of the association between rhizobacteria and plants 
depends upon an exchange of signal molecules and it is during this initial signal 
exchange that plants and bacteria sometimes accept or reject each other.

PGPR, first defined by Joseph W. Kloepper, are soil bacteria that are able to col-
onize plant roots and promote plant growth and development (Kloepper and 
Schroth 1978). These include intracellular PGPR (iPGPR) and extracellular PGPR 
(ePGPR) that promote plant growth and development via diverse mechanisms 
(Gray and Smith 2005). Inoculants of iPGPR (rhizobia – Rhizobium, Bradyrhizoum,
Sinorhizobium) are currently used as commercial products to enhance nodulation 
and nitrogen fixation by legumes (Vessey 2003). The use of ePGPR in commercial 
inoculants, to promote plant growth and development, has also reached a reasona-
ble degree of sophistication (Haas and Defago 2005; Vessey 2003).
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Rhizobacteria and plants communicate using a variety of signaling molecules 
that can determine the nature of associations between plants and the respective 
PGPR strain. In this section we will describe the best studied signaling interactions 
that occur between rhizobacteria (iPGPR and ePGPR) and plants, which occur in 
the beginning of rhizobacteria-plant associations, associations that lead to enhanced 
plant growth and development. Specifically, we elaborate signaling interactions that 
ultimately promote plant growth and development by: 1) signaling in symbiotic 
plant-bacteria associations, 2) signaling in free living rhizobacteria-plant associa-
tions, and 3) signaling in bacteria-bacteria interactions.

12.2  Peace Talks in the Underground: Plant Microbe Signaling 
in Rhizobium-Legume Symbiosis

Legume plants are unique in that they are able to enter into symbiosis with soil 
bacteria of the genera Rhizobium, Bradyrhizobium, Azorhizobium, Mesorhizobium
and Sinorhizobium, collectively known as rhizobia. A successful interaction 
between a legume plant and the appropriate rhizobia leads to formation of a new 
plant organ, the nodule, which are generally formed on roots and bacteria reside 
inside them, in the form of bacteroids, and fix atmospheric dinitrogen into ammo-
nia (Perret et al. 2000). The interaction between the two symbiotic partners is a 
highly specialized process and involves ‘sophisticated molecular passwords’ 
released by both partners; this signal exchange plays a role in host specificity. 
The first step in host specificity is the release of specific signal molecules, mostly 
flavonoids and isoflavonoids that induce the transcription of bacterial nodulation 
genes leading to the biosynthesis and secretion of lipo-chitooligosaccharides 
(LCOs), so called Nod factors, by rhizobia. The second step in host specificity lies 
in the structure of Nod factors, which act as bacteria-to-plant signal molecules. 
The correct Nod factors elicit responses in the host plant that lead to infection and 
formation of a nitrogen fixing nodule.

In this section we focus on the initial rhizosphere signaling that occurs between 
rhizobia and legume plants. Specifically we describe the various plant-to-bacteria 
signal molecules (isoflavonoids and others), their ability to induce the transcription 
of bacterial nodulation genes, and the biosynthesis of bacteria-to-plant signal mol-
ecules (Nod factors).

12.2.1  The Legume Signals: Biosynthesis and Function 
of the Nodulation Gene Inducers

(Iso)flavonoids are the best understood group of nod gene inducer molecules in 
rhizobia-legume symbioses, and their role in nod gene induction has been widely 
studied (Mabood et al. 2006a). Besides (iso)flavonoid nod gene inducers, various 
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Table 12.1 Compounds produced by different legumes that induce nodulation genes in their 
respective rhizobial partner

Plant source Compound Reference

Alfalfa Luteolin, Chrysoeriol, 

4,4′-Dihydroxy-2′-methoxychalcone
Liquiritigenin, 4′, 7-Dihydroxyflavone, 
4,4′-dihydroxy-2′-methoxychalcone

Peters et al. (1986); Hartwig 
et al. (1990)

Maxwell et al. (1989)
Maxwell et al. (1989)
Maxwell et al. (1989)

Formononetin-7-O-(6″-O-malonylglycoside) Dakora et al. (1993a)
Stachydrine, Trigonelline (Non flavonoids) Phillips et al. (1992, 1995)

Common bean Delphinidin, Kaempferol, Malvidin Hungria et al. (1991a)
Myricetin, Petunidin, Quercetin Hungria et al. (1991a)
Eriodictyol, Genistein, Naringenin Hungria et al. (1991b)
Daidzein, Coumestrol Dakora et al. (1993b)

Bambara
groundnut

Genistein, Daidzein, Coumestrol Dakora and Muofhe (1996)

Clover (white) 4′,7-Dihydroxyflavone geraldone Redmond et al. (1986)
4′-Hydroxy-7-methoxyflavone

Cowpea Genistein, Daidzein, Coumestrol Dakora (2000)
Lupin Erythronic and Tetronic acid (non-flavonoids) Gagnon and Ibrahim (1998)
Pea Apigenin, Eriodictyol Firmin et al. (1986)

Hesperatin, Naringenin, Luetolin Begum et al. (2001)
Soybean Genistein, Daidzein, Coumestrol Kosslak et al. (1987)

Genistein-7-O-glucoside Smit et al. (1992)
Genistein-7-O-(6″-O-malonylglucoside) Smit et al. (1992)
Daidzein-7-O-(6″-O-malonylglucoside) Smit et al. (1992)
Isoliquiritigenin Kape et al. (1992)
Jasmonates (JA, MeJA) (non flavonoid) Mabood and Smith (2005); 

Mabood et al. (2006b)
Vetch 3,5,7,3′-Tetrahydroxy-4′-methoxyflavanone Zaat et al. (1989)

7,3′-Dihydroxy-4′-methoxyflavanone Zaat et al. (1989)
4,2′,4′-Trihydroxychalcone Recourt et al. (1991)
4,4′-Dihydroxy-2′-methoxychalcone Recourt et al. (1991)
Naringenin Recourt et al. (1991)
Liquiritigenin Recourt et al. (1991)
7,4′-Dihydroxy-3′-methoxyflavanone Recourt et al. (1991)
5,7,4′-Trihydroxy-3-methoxyflavanone Recourt et al. (1991)
5,7,3′-Trihydroxy-4′-methoxyflavanone Recourt et al. (1991)

non-flavonoid inducers have also been identified (Table 12.1). These belong to the 
following chemical groups: betaines (stachydrine and trigonelline) (Phillips et al. 
1992), aldonic acids (erythronic and tetronic acids) (Gagnon and Ibrahim 1998), 
and jasmonates (jasmonic acid and its derivative methyl jasmonate – MeJA) (Rosas 
et al. 1998; Mabood and Smith 2005).
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12.2.1.1 Flavonoids

Flavonoids are phenolic compounds that are widely distributed in vascular plants. 
More than 4000 flavonoids have been identified in higher plants; these have diverse 
physiological and ecological functions (Debeaujon et al. 2000; Mathesius et al. 
1998; Perret et al. 2000; Stafford 1990). The biosynthesis of flavonoids starts with 
phenylalanine, a product of the shikimic acid pathway, which is then converted into 
trans-cinnamic acid via the action of phenylalanine ammonialyase (PAL) enzyme. 
Through a series of reactions trans-cinnamic acid is converted into flavonoids and 
isoflavonoids. Isoflavonoids are limited to the legume family and the enzyme iso-
flavone synthase plays a major role in the biosynthesis of isoflavonoids (Yu et al. 
2000; Broughton et al. 2003; Mabood et al. 2006a; Perret et al. 2000). Flavonoid 
storage occurs in plant cell vacuoles, in either glycosylated or malonylated forms.

(Iso)flavonoids can act as signal molecules in rhizobia-legume symbioses. They 
at as chemoattractants to rhizobia (Currier and Strobel 1976; Gitte et al. 1978; 
Gaworzewska and Carlile 1982; Caetano-Anolles et al. 1988) and are able to induce 
the transcription of nod genes of the rhizobial partner. It is well documented that 
specific (iso)flavonoids act as signals and induce nod genes in the correct rhizobia. 
At this time we do not fully understand how this specificity occurs; however, it is 
clear that the interaction between (iso)flavonoid signal compounds and rhizobial 
NodD proteins is part of this specificity. For example, genistein (an isoflavonoid) 
is a potent inducer of Bradyrhizobium japonicum, which nodulates soybean 
(Glycine max) (Kosslak et al. 1987), while it inhibits the nodulation genes of 
Rhizobium leguminosarum bv. viceae, which nodulates pea (Pisum sativum)
(Firmin et al. 1986). Hesperetin and naringenin (flavanones) are the strongest 
inducers of Rhizobium leguminosarum bv. viceae (Firmin et al. 1986; Begum et al. 
2001). Similarly, genistein inhibits the nod genes of Sinorhizobium meliloti, which 
nodulates alfalfa (Hirsch et al. 2001), while these genes are induced by luteolin (a 
flavone) (Hartwig et al. 1990). Different legumes produce different flavonoids and 
these act as specific signals for specific rhizobia. A list of the nod gene inducing 
flavonoids produced by legume plants is presented in Table 12.1.

12.2.1.2 Other nod Gene Inducers

Other groups of compounds have also been shown to act in rhizobial nod gene 
induction. These are jasmonates (jasmonic acid – JA, and methyl jasmonate – 
MeJA), betaines (stachydrine and trigonelline) and aldonic acids (erythronic and 
tetronic acids). However, their ability to induce nodulation genes is not well 
investigated. These non-flavonoid compounds are structurally different from each 
other and are biosynthesized via pathways different from phenyl propanoid path-
way used to synthesize flavonoid inducer molecules.

Jasmonates are fatty acid derivatives and are ubiquitous in plants. They are bio-
synthesized from linolenic acid via the octadecanoid pathway. In the octadecanoid 
pathway, linolenic acid is converted into 13-hydroperoxylinolenic acid through the 
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action of lipoxygenase (LOX), which, through a series of reactions, is then con-
verted into JA and MeJA (Vick and Zimmerman 1984; Creelman and Mullet 1997). 
Jasmonates have several functions in plant growth and development (Corbineau 
et al. 1988; Creelman and Mullet 1997; Gundlach et al. 1992; Kramell et al. 1995). 
Jasmonates are synthesized in large quantities by germinating soybean seedlings 
(Creelman et al. 1992) and are able to induce nodulation genes of B. japonicum
(Mabood and Smith 2005). When applied to bacterial cultures of B. japonicum, jas-
monates are able to induce Nod factor (lipo chitooligosaccharides – LCOs) produc-
tion in the culture medium (Mabood et al. 2006b). Pre-incubation of B. japonicum
with jasmonates (JA and MeJA) also promoted soybean nodulation, nitrogen fixa-
tion and plant growth under greenhouse conditions, at both optimal and suboptimal 
root zone temperatures (Mabood and Smith 2005). Suboptimal root zone tempera-
ture has been shown to inhibit soybean nodulation, nitrogen fixation and plant 
growth (Zhang and Smith 1994). When B. japonicum was incubated with MeJA 
alone or together with genistein (an isoflavone), it enhanced soybean nodulation, 
nitrogen fixation (Mabood et al. 2006c), plant growth and yield (Mabood et al. 
2006d) under short season field conditions in southeastern Quebec, Canada.

Trigonelline and stachydrine are found in higher plants and are biosynthesized 
from aspartic acid and ornithine, respectively (Phillips 2000). Their biosynthesis is 
generally related to osmotic stress (Jones et al. 1986). Alfalfa seeds produce trigonel-
line and stachydrine which activate the nodulation genes of S. meliloti by interacting 
with the NodD2 protein (Phillips et al. 1992, 1995). The two aldonic acids, erythronic 
and tetronic acids, are exuded by lupin (Lupinus albus) roots and induce the nodula-
tion genes of S. meliloti and Rhizobium fredii (Gagnon and Ibrahim 1998).

12.2.1.3 Industrial Applications

Plant-to-bacteria signal molecules are now used commercially to promote legume 
nodulation and nitrogen fixation. For instance, genistein and daidzein, the nod
gene inducers of B. japonicum, are used in commercial inoculants under the name 
SoyaSignal. Leibovitch et al. (2001) have shown that SoyaSignal technology was 
effective in promoting soybean yield under field conditions over six years in 
eastern Canada and the northern United States. SoyaSignal is either applied 
directly to seeds or in soil furrows, when adequate indigenous bradyrhizobial 
populations are present, to promote soybean nodulation and nitrogen fixation 
(Smith and Zhang 1999).

12.2.2 The Bacterial Signals: Biosynthesis of Nod Factors

As described, plant-to-bacteria signals are able to induce the transcription of the 
bacterial nod genes. Coordinated expression of the bacterial nod genes (nod, noe, nol)
results in biosynthesis of Nod factors, structurally known as lipo-chitooligosaccharides
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(LCOs) (Stacey et al. 1995). LCOs are key signal molecules that play a major role 
in the recognition of the micro-symbiont and the early stages of nodule organogen-
esis (Mabood et al. 2006a). This was first demonstrated in 1990 when the chemical 
structure of Nod factor and its activities were first identified by Lerouge et al. 
(1990), who isolated a Nod factor from S. meliloti culture filtrate. Since then, 
researchers around the globe, investigating the rhizobia-legume symbiosis, have 
characterized a wide range of Nod factors from other rhizobia (see reviews by 
Hungria and Stacey 1997; Hanin et al. 1999; D’Haeze and Holsters 2002).

A Nod-factor consists of a backbone of 3–5 β-1,4 linked N-acetyl-d-glucosamine
units which is N-acylated at the terminal non-reducing end, leading to the designa-
tion lipo-chitooligosaccharides (LCOs) (Fig. 12.1). This basic Nod factor structure 
is synthesized by the bacterial nodA, nodB and nodC gene products. The first stage 
of Nod factor biosynthesis is catalyzed by the NodC (chitin synthase), thus producing 
chitooligosaccharide (Geremia et al. 1994; Spaink et al. 1994). The elongation of 
the oligosaccharide chain by NodC occurs at the nonreducing end (Kamst et al. 
1997, 1999; Mergaert et al. 1995). The NodB (N-deacetylase) removes the acetyl 
residue from the non-reducing end of the chitooligosaccharide oligomer (John et al. 
1993; Spaink et al. 1994). NodA (acyl transferase) adds a fatty acyl group to the 
non-reducing end of the oligosaccharide backbone at the C-2 position. The acyl 
group varies in the number of carbon atoms (16–20) and degree of unsaturation (0–4) 
(Atkinson et al. 1994; Rohrig et al. 1994; Debelle et al. 1996). The genes coding 
for the enzymes that are responsible for the production of the chitin oligomeric 
backbone (nodA, nodB, and nodC), known as common nod genes, and their regula-
tory gene (nodD) are conserved in all rhizobia species (Perret et al. 2000).

The basic structure of the Nod factor is modified in a species-specific manner, 
so that they vary in the length of the chitin backbone and at both reducing and non-
reducing ends, resulting in a substantial diversity of Nod factors (Fig. 12.1). 
Modifications that occur at the reducing end include methyl fucose, fucose, sulfate, 
acetyl and arabinose groups, while modifications at the non-reducing end include 
carbamoyl or acetyl groups, besides N-acylation (common to all Nod factors) 
(Fig. 12.1). The genes responsible for the modification of the N-acetylglucosamine

Fig. 12.1 The structure of Nod factors. The basic structure of Nod factors is comprised of 
GlcNAc units carrying different substitutions at both reducing and non-reducing ends
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backbone are known as ‘host specific nod genes’ since they are not common to all 
rhizobia and they play a role in determining host specificity. Modifications to the 
terminal sugar residues also play a part in defining host specificity of Nod factors. 
For instance, B. japonicum, a microsymbiont of soybean, produces a Nod factor 
with a methyl-fucose group at the reducing end that is encoded by the ‘host-
specific’ nodZ gene (Lopez-Lara et al. 1996). The methyl-fucosylation is essential 
to interactions with the host legume, soybean. Sinorhizobium meliloti, a microsym-
biont of alfalfa, produces a Nod factor with a sulfate group that is encoded by the 
‘host specific’ nodH and Q genes (Denarie et al. 1996). Sinorhizobium meliloti
strains with the appropriate mutations in these genes produce non-sulfated Nod 
factors and are unable to infect alfalfa, their normal host legume (Denarie et al. 
1996). Nod factors are active at very low concentrations. At submicromolar con-
centrations, they induce many physiological changes in legumes such as root hair 
deformation (Fig. 12.2), calcium spiking, changes in hormone levels, gene expres-
sion and are also able to initiate nodule organogenesis in legumes plant roots 
(Dénarié and Cullimore 1993; D’Haeze and Holsters 2002; Goedhart et al. 2003).

Fig. 12.2 Root hair deformation types of soybean root segments treated with purified Nod factor 
(Nod Bj-V (C

18:1
, MeFuc) ) from Bradyrhiozbium japonicum. a Untreated root hairs (control). b

Root hair bulging. c Root hair curling, the so-called shepherds crook. d Root hair wiggling
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Recent data suggests that non-legume plants are also able to perceive Nod fac-
tors. In cell cultures of the non-legume species, carrot mutants and Norway spruce, 
Nod factors are able to promote cell division and restore or promote somatic 
embryo formation (De Jong et al. 1993; Dyachok et al. 2000, 2002). Purified Nod 
factor (Nod Bj-V C

18:1
, MeFuc) from Bradyrhizobium japonicum promoted soybean 

(a host) and corn (a non-host) root growth when applied in a hydroponic solution 
(Souleimanov et al. 2002). Prithiviraj et al. (2003) also reported that, at submicro-
molar concentrations, purified Nod factors from B. japonicum promoted seed ger-
mination and early seedling growth and development of diverse crop plants 
including legumes and non-legumes.

12.2.2.1 Industrial Applications of Nod Factors

The application of Nod factors in commercial inoculants to promote nodulation and 
plant growth is a very new technology. Nitragin Inc. has recently introduced a new 
product, Optimize, which includes B. japonicum cells together with LCOs (Smith  
2005). Interestingly, McIver (2005) has recently reported the release of a new LCO 
based product by Agribiotics Inc. that is able to stimulate growth in a wide range 
of non-legume crops.

12.3  PGPR Signals that Promote Plant Growth 
and Development

PGPR employ complex mechanisms to promote plant growth and development. 
Important among them are biofertilization, biocontrol (production of antimicrobial 
compounds, lytic enzymes and induction of plant defense responses), phytostimu-
lation and production of volatile organic compounds.

12.3.1 Biofertilization: Living Fertilizers in the Rhizosphere

A biofertilizer is defined as “a substance which contains living microorganisms 
which, when applied to seed, plant surfaces, or soil, colonizes the rhizosphere or 
the interior of the plant and promotes growth by increasing the supply or availabil-
ity of primary nutrients to the host plant” (Vessey 2003). Some PGPR promote 
plant growth and development by acting as biofertilizers. PGPR that act as bioferti-
lizers improve the nutrient status of plants via the following mechanisms: 1) bio-
logical N

2
 fixation, 2) increasing nutrient availability in the rhizosphere, and 3) 

enhancing symbioses as helper bacteria (Vessey 2003).
Nitrogen fixing rhizobia are the most widely used bacterial biofertilizers. 

Rhizobia (including the genera Allorhizobium, Azorhizobium, Bradyrhizobium,
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Mesorhizobium, Rhizobium, and Sinorhizobium) are able to enter into symbiosis 
with their host legume plants and are able to fix atmospheric dinitrogen in highly 
specialized structures known as nodules. The nitrogen fixed inside the nodules is 
provided to the plants, while the plants provide photosynthetically fixed carbon to 
the rhizobia residing inside the nodules. However, this legume-rhizobia symbiosis 
is highly host specific and interaction between homologous partners leads to the 
formation of nodules on the host plants. Host specificity is defined by “passwords”, 
in the form of bacterial and plant signals (Stacey et al. 1995; Spaink 2000), as 
described above. Rhizobial inoculants are increasingly used as biofertilizers in 
commercial inoculants (Vessey 2003). Given the large quantities of fossil fuels used 
to produce nitrogen fertilizers and steep rise in fossil fuel prices over the last two 
years, expansion of biofertilizer use is likely to continue.

Diazotrophic bacteria that live and fix nitrogen outside of formal symbioses are 
referred to as free-living nitrogen-fixing bacteria. Important among them are 
Azospirillum, Acetobacter, Herbaspirillum, Azoarcus and Azotobacter (Steenhoudt 
and Vanderleyden 2000). They are important in agricultural systems since they are 
able to fix nitrogen in association with non-legume plants (Boddey et al. 1991).

PGPR that act as biofertilizers also promote plant growth and development 
through other mechanisms. Phosphate solubilizing bacteria (PSB) (Fig. 12.3) pro-
duce phosphatases that help in mineralization of organic phosphorus, while others 
release organic acids that help in phosphate solubilization (Kim et al. 1998; 
Rodriguez and Fraga 1999). Some PGPR produce siderophores that play an impor-
tant role in iron availability to plants (Bloemberg and Lugtenberg 2001). Iron is an 
essential micronutrient required for plant growth and development and is relatively 

Fig. 12.3 Phosphate solubilization by a rhizobacterial isolate in the authors’ laboratory. Bacterial 
culture (10 µL, OD

600
 = 1.6) was spotted onto medium containing tricalcium phosphate and pho-

tograph taken after 48 h of incubation at 28±1 °C. a Solubilization of insoluble phosphate by 
rhizobacterial isolate (S-14) as indicated by clear halo formation around the area of bacterial 
growth on medium containing tricalcium phosphate. b Rhizobacterial isolate (S-18) not capable 
of solubilizing tricalcium phosphate as evident by lack of clear halo formation around bacterial 
growth
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unavailable to plants because of formation of insoluble ferric hydroxide complexes 
in the presence of oxygen (Guerinot and Yi 1994).

12.3.2  Biocontrol: Warfare in the Underground – Signaling 
in Hostile Associations

12.3.2.1  Production of Antibiotics: Powerful Microbial Tools 
of Mass Destruction

Some rhizobacteria produce antimicrobial compounds that kill a diverse range of 
other microorganisms (Figs. 12.4 and 12.5). In the past two decades there has been 
considerable research work on the role of antibiosis as a biocontol mechanism 
employed by rhizobacteria (Whipps 2001). Fluorescent pseudomonads produce a 
variety of antibiotic substances, such as amphisin, 2,4-diacetylphloroglucinol 
(DAPG), hydrogen cyanide, oomycin A, phenazine, pyoluteorin, pyrrolnitrin, 
tensin, tropolone, and cyclic lipopeptides (Defago 1993; de Souza et al. 2003; 
Nielson et al. 2002; Nielson and Sorensen 2003; Raaijmakers et al. 2002). Besides 
pseudomonads, Bacillus, Streptomyces, and Stenotrophomonas spp. also produce 
antibiotics, such as oligomycin A, kanosamine, zwittermicin A, and xanthobaccin 
(Hashidoko et al. 1999; Kim BS et al. 1999; Milner et al. 1995, 1996; Nakayama 
et al. 1999).

The synthesis of antibiotics is dependent on several factors, such as major and 
minor minerals, type of carbon source, pH and growth temperature and availability 
of trace elements (Bender et al. 1999b; Duffy and Defago 1997, 1999, 2000; 
Georgakopoulos et al. 1994; Keel et al. 1989; Milner et al. 1995, 1996; Ownley 

Fig. 12.4 Antifungal activity of rhizobacterial isolates from the authors’ laboratory. In-vitro 
antifungal activity of a rhizobacterial isolate (5–22) against a Rhizoctonia solani (the fungus that 
causes damping-off disease of soybean) (1: rhizobacterial isolate 5–22, 2: Rhizoctonia solani GG-
4), and b Phytopthora infestans (the fungus that causes the late blight disease of tomato and 
potato) (1: rhizobacterial isolate 5–22, 2: Phytopthora infestans)
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Fig. 12.5 Antibacterial activity of rhizobacterial isolates from the authors’ laboratory. a
Antibacterial activity of a rhizosphere isolate (8–11) against Clavibacter michiganensis ssp. 
michiganensis (causing bacterial wilt of tomato). c: control (sterilized dd H

2
O), a: 5 µL, and b:

10µL of isolate 8–11 (OD
600

 = 2.04). b Antibacterial activity of a rhizosphere isolate (S-14) 
against Pseudomonas syringae pv. tomato DC 3000 (causing bacterial speck of tomato). c: control 
(sterilized dd H

2
O), a: 5 µL, and b: 10 µL of isolate S-14 (OD

600
 = 2.07)

et al. 1992, 2003). Nutrient availability can have an effect on the type of antimicro-
bial compound biosynthesized by a particular bacterial strain. For instance, in 
P. fluorescens CHA0, when glucose is added as a carbon source to the media 
biosynthesis of DAPG is stimulated, while pyoluteorin biosynthesis is repressed. 
However, in the absence of glucose pyoluteorin is the dominant antimicrobial com-
pound produced by this strain (Duffy and Defago 1999). Similarly the age of the 
host plant also affects production of antimicrobial compounds by the colonizing 
rhizobacteria; root exudates from young plants do not induce DAPG production, 
while it is induced by the root exudates of older plants (Picard et al. 2000).

12.3.2.2  Production of Antimicrobial Peptides (Bacteriocins): 
Discrimination Among Friends and Foes

Some rhizobacteria produce antimicrobial peptides known as bacteriocins which 
kill closely related bacteria, facilitating a fratricidal struggle for nutrients and niche 
space. Bacteriocins are small peptides produced by bacteria that show bactericidal 
or static effects against bacteria closely related to the producer strain (Jack et al. 
1995). Bacteriocins produced by Gram-positive bacteria have been studied quite 
extensively and have received a great deal of interest, since they can be used as food 
preservatives, to inhibit pathogenic bacteria. For example, Nisin, a widely used 
bacteriocin produced by lactic acid bacteria, is an effective food biopreservative 
(Hansen 1994).
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Bateriocins are getting a great deal of attention due to their efficacy in the bio-
logical control of food spoilage and of pathogenic organisms (Delves-Broughton 
1990; Parret and Mot 2002). For example, Kamoun et al. (2005) have shown that 
B. thuringiensis subsp. kurstaki strain BUPM4 produces a bacteriocin known as 
Bacthuricin (BF4) that can kill closely related bacteria in the rhizosphere. Recently, 
Gray et al. (2006a) showed that Bacillus thuringiensis NEB 17 produces a bacteri-
ocin, Thuricin 17 (T17), which shows antimicrobial activity against a broad range 
of closely related bacterial species. Interestingly, the two bacteriocins, T17 and 
BF4, share similarity at the N terminus sequence and have similar molecular 
weights (T17 – 3162 Da and BF4 – 3160 Da) (Gray et al. 2006a,b; Kamoun et al. 
2005). We have recently shown that these two bacteriocins show similar spectra of 
antimicrobial activities and thus have structural and functional similarities (Jung 
et al. 2008).

12.3.2.3  Production of Extracellular Lytic Enzymes: Interactions 
with Pathogenic Microorganisms

Although rhizobacteria and actinomycetes used in biocontrol produce antibiotics to 
suppress bacterial and fungal pathogens, some also produce cell wall degrading 
enzymes that exert antifungal activities and contribute to the biocontol activity of 
these rhizobacteria. The cell wall degrading enzymes are chitinases, glucanases, cel-
lulases, and proteases that cause lysis and degradation of the fungal cell walls. 
Selected actinomycete isolates were used for the control of Phytophthora fragariae
var. rubi, which causes raspberry root rot. These isolates produced β-1,3-, β-1,4-, and 
β-1,6-glucanases that are able to hydrolyze glucans from Phytophthora cell walls, 
thus causing lysis of Phytophthora cells (Valois et al. 1996). Application of chitinase 
producing Enterobacter agglomerans (Chernin et al. 1995), Bacillus cereus (Pleban 
et al. 1997) and Paenibacillus illinoisensis (Jung et al. 2003) decreased Rhizoctonia 
solani disease incidence in cotton and cucumber. Chitinase producing P. illinoisensis
has also been shown to improve biocontrol of Phytopthora blight of pepper (Capsicum 
annuum L.) caused by Phytopthora capsici (Jung et al. 2005).

Extracellular proteases produced by Stenotrophomonas maltophila W81 are 
involved in the biocontrol of Pythium ultimum in the sugar beet rhizosphere (Dunne 
et al. 1997). Selected strains of Bacillus subtilis, Erwinia herbicola, Serratia 
plymuthica, and an actinomycete showed antifungal activity against the grapevine 
dieback fungus Eutypa lata by producing fungal hydrolases such as chitinases, 
proteases and cellulases (Schmidt et al. 2001). El-Tarabily et al. (1996) also found 
biocontrol activity by cellulase-producing Micromonospora carbonacea against 
Phytophthora cinnamomi, the causal organism of the root rot of Banksia grandis.

The ability of rhizobacteria to produce lytic enzymes is considered of crucial 
importance in the biological control of fungal plant diseases. For instance, Paenibacillus
sp. 300 and Streptomyces sp. 385 produce chitinase and β-1,3-glucanase, which play 
an important role in the biological control of Fusarium wilt of cucumber (Cucumis 
sativus) caused by Fusarium oxysporum f. sp. cucumerinum (Singh et al. 1999).
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Pseudomonas cepacia produces β-1,3 glucanase, which lyse fungal cell walls and 
decrease the incidence of diseases caused by Rhizoctonia solani, Sclerotium rolfsii
and Pythium ultimum (Fridlender et al. 1993).

12.3.2.4  Production of Extracellular Lytic Enzymes: Interaction with 
Beneficial Microorganisms

Interactions with the Mycorrhizal Symbiosis

The symbiotic association of beneficial fungi with the roots of plants is of consider-
able importance in agriculture. Mycorrhizal fungi are able to increase the absorp-
tion surface of the infected plants and improve water (Subramanian et al. 1995) and 
uptake of nutrients such as phosphorus (P) (Li et al. 1991; Ortas et al. 1996), copper 
(Cu) (Li et al. 1991), zinc (Zn) (Burkert and Robson 1994) and cadmium (Cd) (Guo 
et al. 1996) by plants. Mycorrhizal fungi also improve nitrogen nutrition (N) of 
plants by taking up nitrogen from NH

4
+-N mineral fertilizers (Ames et al. 1983; 

Johansen et al. 1993) or senescing roots of distant plants and transporting it to other 
plants (Hamel et al. 1991a,b). Chitinolytic bacteria may have negative effect on the 
development of mycorrhizae. Lysis of mycorrhizal hyphae in the external rhizo-
sphere has been observed and may be due to the mycolytic activity of chitinolytic 
bacteria producing chitinases outside the rhizosphere zone, that do not repress chi-
tinase induction by rhizobacteria (de Boer and van Veen 2001). Root exudates con-
tain amino acids and sugars that suppress chitinase production by chitinolytic 
bacteria, indicating that mycolytic activity occurs only under starvation conditions 
(de Boer and van Veen 2001).

Interactions in Rhizobium-Legume Symbiosis

During the initial events of legume-rhizobia interactions, there is a two way signal-
ing between the macro- and the micro-symbionts (described in more detail above). 
In order to invade the host plants successfully, rhizobia must produce Nod factors, 
which are lipo-chitooligosaccharides (LCOs), in response to plant produced nod
gene inducing molecules (such as isoflavonoids). Nod factors show similarity to 
chitin in that the core structure of the Nod factor is composed of N-acetylglu-
cosamine (GlcNAc). Some soil bacteria produce chitinases that degrade (hydro-
lyse) chitin. Although chitinolytic bacteria may be used as potential biocontrol 
agents, there are still some questions about their application to the rhizosphere soil 
as biocontrol agents. They might also cause problems in the rhizosphere by disrupt-
ing inter-organismal signaling in rhizobia-legume symbiosis, a crucial step in the 
early stages of nitrogen fixing symbiosis. We found that the soil bacteria 
Paenibacillus illinoisensis and Bacillus thuringiensis subsp. pakistani produce chi-
tinases that are able to cleave Nod factors. In vitro treatment of Nod factors from 
B. japonicum (Nod BjV (C

18:1
, MeFuc) with crude chitinases from P. illinoisensis
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and B. thuringiensis subsp. pakistani led to a substantial degradation of Nod factor 
molecules (Jung et al. 2006). The negative effect of chitinolytic bacteria on inter-
organismal signal exchange in the nitrogen fixing symbiosis could lead to reduced 
nodulation.

12.3.3  Biocontrol: Alliances in the Underground – Microbial 
Signals Enhancing Resistance of Plants 
to Phytopathogens

12.3.3.1 Systemic Acquired Resistance (SAR)

The role of SA as a potent inducer of SAR and pathogenesis-related (PR) proteins 
is well documented (Enyedi et al. 1992; Gaffney et al. 1993; Ward et al. 1991; 
Ryals et al. 1996). It has been shown that under iron-limited conditions, some 
rhizobacteria are able to produce SA, which may trigger the SAR pathway, thereby 
inducing systemic resistance in plants (De Meyer and Hofte 1997; Maurhofer et al. 
1994; Buysens et al. 1996; Leeman et al. 1996; Press et al. 1997). However this is 
uncertain for some strains. Systemic induction was still observed by Pseudomonas 
fluorescens WCS417 under conditions when the rhizobacteria did not produce SA 
on the roots (Leeman et al. 1996). Also, SA deficient mutants of Serratia marcescens
90–166 were able to induce systemic resistance in plants the same way as the 
wild-type strain (Press et al. 1997), suggesting that SA production is not required 
for induction of ISR by some strains. However, SA seems to be the major signal 
causing induction of SAR in plants by some rhizobacteria. Pseudomonas aeruginosa
7NSK2 produces SA that activates SAR in bean plants (De Meyer et al. 1999). 
Studies with SA-deficient mutants of P. aeruginosa 7NSK2 have shown that this 
strain loses its ability to induce resistance to Botrytis cinerea in bean (De Meyer 
and Hofte 1997). Introduction of SA biosynthetic genes into P. fluorescens
strain P3, incapable of producing SA, made this strain capable of producing SA 
and induced resistance to tobacco necrosis virus in tobacco plants (Maurhofer 
et al. 1998).

12.3.3.2 Induced Systemic Resistance (ISR)

PGPR inoculated onto seeds or seedling roots may trigger another mechanism, 
known as induced systemic resistance (ISR), to suppress pathogenic microorgan-
isms and arrest disease development in the host plant (van Loon et al. 1998; 
Kloepper et al. 1999). As a result plants are able to resist subsequent pathogen 
infections (van Loon 1997). Stimulation of ISR by benign root colonizing PGPR is 
considered different from systemic acquired resistance (SAR). SAR involves a sys-
temic activation of defense responses to necrotizing pathogens in distal parts of 
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plants and involves hypersensitive response and expression of several pathogenesis-
related (PR) genes (Ryals et al. 1996); however, ISR, as induced by PGPR, does not 
provoke a visible hypersensitive response (Wei et al. 1991). Although both SAR 
and ISR enhance plant defense responses, these defense responses show differences 
in signal transduction pathways and the in-planta molecules that are involved the 
signal transduction cascades. In order to make a clear distinction between these two 
defense responses, the term ISR is applied to resistance responses induced by rhizo-
bacteria while SAR is applied to resistance responses induced by pathogenic micro-
organisms (Bakker et al. 2003). Salicylic acid plays a central role in the SAR pathway 
and studies have shown that there is a strong relationship between SAR and accumu-
lation of SA in plants (Sticher et al. 1997). However, ISR is not SA dependent and 
involves jasmonic acid (JA) and ethylene (ET) in a signal transduction cascade 
leading to improved disease resistance (Pieterse et al. 1998). Interestingly, studies 
have shown that these two defense pathways are induced independently and that 
SA- and JA-mediated defense pathways show antagonistic activity; induction of the 
SA pathway inhibits the JA pathway and vice versa (Dong 1998; Felton et al. 1999; 
Niki et al. 1998).

While there has been considerable research into the molecular mechanisms of 
ISR (induced by rhizobacteria) and SAR (induced by pathogenic microorganisms) 
in the past decade, the microbial factors inducing each still need to be identified. It 
was recently suggested that some rhizobacteria produce volatile organic com-
pounds that are able to induce ISR in Arabidopsis plants (Ryu et al. 2004). Research 
into microbial signals and plant receptors responsible for ISR and SAR responses 
will unravel the complexities of systemic resistance in plants and will enable us to 
use bacterial factors to induce plants, for better biocontrol activities.

12.3.4  Phytostimulation: Constructive 
Communication – Microbial Production 
of Plant Growth Promoting Compounds

Other PGPR signals that provoke plant growth promotion are the better known 
plant hormones. It has been shown that some PGPR are able to produce phytohor-
mones such as auxins, cytokinins, gibberellins and ethylene (Steenhoudt and 
Vanderleyden 2000; Yanni et al. 2001; Strzelczyk and Pokojska-Burdziej 1984; 
Kucey 1988; Patten and Glick 1996; Persello-Cartieaux et al. 2003; Weingart and 
Volksch 1997; Bender et al. 1999a), as well as salicylic acid (De Meyer and Hofte 
1997; Parker 2003; Bloemberg and Lugtenberg 2001) and have a role in controlling 
the biosynthesis of ethylene (Persello-Cartieaux et al. 2003).

The production of phytohormones by PGPR is of considerable value in agricul-
ture since these hormones directly affect the physiology of crop plants (for instance 
root growth, root hair formation and ion uptake) thereby affecting plant growth and 
development. For instance, it has been shown that Azospirillum spp. produce aux-
ins, cytokinins and gibberellins that enhance root growth and development, thereby 
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enhancing nutrient uptake and increasing biomass and yield (Steenhoudt and 
Vanderleyden 2000). Phytohormone production by rhizobacteria, especially indole-
3-acetic acid (IAA), is an important source of plant growth promotion (Bashan and 
Levanov 1990; Okon and Labandera-Gonzales 1994; Frankenberger and Arshad 
1995). A range of Bacillus species have been reported to produce IAA (Chanway 
and Nelson 1990; Selvadurai et al. 1991). Some rhizobacteria produce indole ana-
logs such as indole-3-ethanol (TOL), which also play an important role in plant 
growth promotion (Frankenberger and Arshad 1995; Chanway and Nelson 1990).

Some rhizobacteria, for instance Bacillus cereus (Selvadurai et al. 1991) and 
Paenibacillus polymyxa (Lebuhn et al. 1997), produce indole compounds, different 
from IAA, and have been reported to modulate plant growth and development. 
Plants can easily take up TOL and convert it into IAA by plant TOL-oxidase and 
O

2
 (Sandberg 1984). Thus the stimulatory effect of TOL may be due to the conver-

sion of TOL into IAA inside plant roots.
PGPR are also known to produce cytokinins, hormones important in the control of 

cell division, chloroplast development and bud formation (Arshad and Frankenberger 
1991; Serdyuk et al. 1995). For instance, Rhizobium leguminosarum strains promote 
early plant growth and development of canola and lettuce due to their ability to pro-
duce phytohormones such as IAA and cytokinins (Noel et al. 1996). Similarly 
Methylobacterium spp. can increase soybean seed germination and this effect may be 
mimicked by medium containing cytokinins (Holland 1994).

Rhizobacteria can also control ethylene biosynthesis in-planta. Auxin producing 
rhizobacteria are able to cause an increase in the activity level of the enzyme 
1-aminocyclopropane-1-carboxylate (ACC) synthase, an enzyme that is involved in 
the biosynthesis of ethylene in plants (Xie et al. 1996). Plants exude ACC into the 
rhizosphere and this is hydrolyzed by rhizobacteria that produce ACC deaminase 
(Campbell and Thomson 1996; Shah et al. 1998). As a result, plants continue to 
exude ACC into the rhizosphere, in an attempt to maintain hormonal balance; thus 
the rhizobacteria are able to control biosynthesis of ethylene in plant roots (Persello-
Cartieaux et al. 2003).

PGPR that produce salicylates are able to induce systemic acquired resistance 
(SAR) in colonized plants. The effects of SA producing rhizobacteria on plants 
have been described in Sect. 12.3.3.

12.3.5  Volatile Signals from PGPR: A Scent of Victory – Role 
in Plant Growth Promotion and Systemic Resistance

It is well documented that plants communicate with each other using air borne 
volatile signal molecules that induce resistance in plants. Examples of these are 
methyl salicylate, a SA derivative and a product of the phenylpropanoid pathway, methyl 
jasmonate, a JA derivate and a product of the octadecanoid pathway, and ethylene, 
a gaseous plant hormone, are potent activators of plant defense responses. These 
compounds are released, at very low concentrations, by damaged plants; they act as 
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signals to neighbouring plants (Baldwin et al. 2006; Dong 1998; Farmer and Ryan 
1990; Shulaev et al. 1997). However, it was not clear until recently that rhizosphere 
bacteria are also able to produce volatile compounds able to play an important role 
in plant growth and development.

Recently it has been demonstrated that rhizobacteria also produce a blend of air 
borne volatile organic compounds (VOCs) that are known to regulate plant growth 
and development (Ryu et al. 2003) and induce systemic resistance in Arabidopsis
(Ryu et al. 2004). The PGPR strains Bacillus subtilis GB03 and Bacillus amylolique-
faciens IN937a release two volatile compounds, 3-hydroxy-2-butanone (acetoin) and 
2,3-butanediol (2,3-B), that promote growth and development of Arabidopsis. PGPR 
strains that did not produce these VOCs did not show growth promotion activities. 
The plant growth promoting effect of these VOCs was comparable with those of com-
mercial acetoin and 2,3-butanediol (Ryu et al. 2003). When Arabidopsis seedlings 
were exposed to bacterial VOCs (acetoin and 2,3-B) from B. subtilis and B. amyloliq-
uefaciens for only four days the ISR pathway was induced, resulting in symptoms of 
disease caused by Erwinia carotovora subsp. carotovora (Ryu et al. 2004).

12.4 Conclusions and Future Prospects

In the past two decades there has been significant research progress regarding the 
molecular mechanisms leading to beneficial plant microbe interactions and how 
they ultimately promote plant growth and development. As a result, scientists have 
been successful in harnessing plant-microbe signaling into commercial formula-
tions. Significant among them are the rhizobia based inoculants used as biofertiliz-
ers and other PGPR inoculants that promote plant growth and development directly 
or indirectly.

It seems that the market potential for bio-based products that enhance plant 
growth and development and promote biocontrol of plant diseases is increasing 
(Haas and Defago 2005). Conventional and organic growers are taking more inter-
est in bio-based products (Rzewnicki 2000) since rhizobacteria based products have 
already been successfully applied in the greenhouse industry, and there seems to be 
considerable potential for further growth in this area (Paulitz and Belanger 2001).

Although PGPR have been used successfully for biocontrol of plant diseases 
under laboratory and greenhouse conditions (Paulitz and Belanger 2001), results in 
the field have not always shown promise (Nelson 2004). This may be due to the 
controlled environment and high frequency of fungal diseases under greenhouse 
conditions (Paulitz and Belanger 2001). Field conditions are highly variable and 
knowledge of biotic and abiotic factors influencing the survival, proliferation and 
performance of PGPR may lead to the development of better PGPR inoculant for-
mulations and PGPR based products (Bowen and Rovira 1999; McSpadden 
Gardener and Fravel 2002).

Other challenges lie in PGPR product formulation, such as scale up of produc-
tion method to the level of industrial fermenters, shelf life of the product, methods 
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Fig. 12.6 A schematic diagram showing different stages of PGPR research, the development of 
appropriate delivery method to target plants and the challenges and risks associated with the 
PGPR-based product
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and ease of application, cost of the PGPR product and possible compatibility with 
chemical and other seed treatments. Before a PGPR based product is delivered, 
health and safety testing (effect on non-target organisms including human beings, 
toxicity, pathogenicity and allerginicity) and environmental issues (persistence in 
the environmental and potential gene transfer to other organisms) must be addressed 
(Fravel et al. 1999; Mathre et al. 1999; McSpadden Gardener and Fravel 2002). A 
thorough market study of the PGPR based products is also of crucial importance 
before a product is registered and commercialized (Fig. 12.6).
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Chapter 13
Protein-Protein Interactions in Plant Virus 
Movement and Pathogenicity

Joachim F. Uhrig(*ü ) and Stuart A. MacFarlane

13.1 Introduction

Viruses generally consist of a rather small number of molecular components 
including a few proteins, sometimes a membranous envelope, and an RNA or DNA 
genome encompassing a very limited set of coding sequences. For every step in the 
viral life cycles such as replication of the viral genomes, transcription/translation of 
viral gene products, intra- and intercellular movement and virus assembly and 
transmission, viruses make use of the biosynthetic and regulatory capacities of the 
host cells.

The rigid nature of plant cell walls and the lack of a cardiovascular system prevent 
plant viruses, in contrast to animal viruses, from spreading within the infected 
organism by cell lysis or budding and subsequent passive transport in a liquid 
circulation system. Similarly, the lack of a circulating antibody system has brought 
about RNA silencing mechanisms as the major antiviral defence strategy applied 
by plant cells. Due to these two main differences in viral infections between plant 
and animal systems, plant viruses have evolved specialized proteins and protein 
functions. On the one hand, so-called movement proteins utilize plant host struc-
tures and mechanisms to facilitate intra-cellular, inter-cellular and long-distance 
transport; on the other, silencing suppressors serve to counteract and escape the 
host plant antiviral defence machineries.

Virus movement and the suppression of silencing cannot be separated unambig-
uously. Historically, a number of different plant viral proteins have been termed 
“movement proteins” based on the observation that defects in the respective genes 
affect cell-to-cell movement and limit systemic spread. In some cases it is now 
becoming clear that the genuine function of some of these movement proteins 
might rather be suppression of silencing. While it is obvious that the suppression of 
silencing is the prerequisite for the establishment of an infection of a cell during the 
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movement process, there is evidence that many viral proteins are multifunctional, 
and that the functions in movement and suppression of silencing may be separable 
(Bayne et al. 2005). Advances in research in both fields in recent years not only 
have greatly improved our understanding of the molecular basis of plant viral infec-
tion cycles, but also have revealed insight into as yet poorly understood cellular 
processes. Long-distance transport of RNA and/or proteins, and micro RNA-based 
control mechanisms are emerging as ancient fundamental regulatory processes 
underlying plant development and the processing of environmental signals (Lough 
and Lucas 2006; Murchison and Hannon 2004).

The appropriation of cellular functions and regulatory machineries often is 
accomplished by physical interaction between viral and host proteins facilitating a 
redirection of the host protein’s function to serve a function in the viral life cycle. 
The investigation of host proteins interacting with viral proteins has proven to be a 
very promising approach to dissect the molecular basis of viral infections and to 
understand how viruses integrate in the complex structural and regulatory networks 
controlling plant growth and development.

13.2 Cell-to-Cell Movement of Plant Viruses

Plant viral movement proteins facilitate cell-to-cell and long-distance transport of 
viral structures and thereby allow the virus to establish a systemic infection in the 
host plant. In general, movement of viruses in plants does not involve extra-cellular 
stages, but rather occurs via plasmodesmata, the specialized, plant-specific intercel-
lular structures connecting the cytoplasms of adjacent cells. Historically, plas-
modesmata were regarded as simple channels allowing passive trafficking of 
low-molecular weight growth regulators and nutrients. An emerging picture now is 
that plasmodesmata are highly complex structures that regulate the selective traf-
ficking of macromolecules (Lucas and Lee 2004).

Recent progress, in the analysis of cell-to-cell and long-distance transport 
processes in plants – stimulated by the investigation of virus movement in plants – 
revealed a complex communication network based on the transport of signalling 
molecules. The trafficking of proteins, RNA or ribonucleotide-protein complexes 
might be a fundamental means of plants to control development and to communi-
cate and respond to environmental signals (Lough and Lucas 2006; Lucas and Lee 
2004). A growing body of evidence supports the notion that proteins that move 
through plasmodesmata, so-called non-cell-autonomous proteins (NCAPs), can 
contribute to patterning and the establishment of cell fate in plant tissues (Gallagher 
and Benfey 2005; Lough and Lucas 2006; Lucas and Lee 2004). In fact, the immu-
nological relatedness of CmPP16, an NCAP isolated from Cucurbita maxima
phloem sap, and the movement protein of Red clover necrotic mosaic virus was 
interpreted as an indication of a potential common evolutionary origin of viral 
movement proteins and NCAPs (Xoconostle-Cazares et al. 1999). The observa-
tion that viral movement proteins compete with endogenous NCAPs for the 
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plasmodesmata trafficking machinery supports the notion that plant viruses have 
evolved movement proteins to “hitch-hike” this NCAP trafficking pathway 
(Lucas 2006).

The mechanisms and molecular machineries involved in the inter-cellular and 
long-distance movement of NCAPs, viruses or other macromolecules are only 
beginning to be understood, but research in this field has been greatly stimulated 
by the investigation of the molecular interactions of viral movement proteins, 
especially by the identification of plant host proteins interacting with viral move-
ment proteins (Boevink and Oparka 2005; see Table 13.1).

Table 13.1 Plant proteins interacting with viral movement proteins

Virus
Movement 
protein

Biological
function(s)

Interacting host 
proteins

References for 
interaction

CLCV NSP Virus movement, 
nuclear
shuttling

AtNSI1
acetyltransferase

Carvalho and 
Lazarowitz (2004); 
McGarry et al. 
(2003)

TGMV
TCrLYV

NSP Virus movement, 
nuclear shuttling

LeNIK, GmNIK, 
NIK1, NIK2, 
NIK3

LRR receptor-like 
kinases

Fontes et al. (2004); 
Mariano et al. 
(2004)

TMV MP, p30 Virus movement KELP, MBF1, 
transcriptional
co-activators;

NtRIO kinase
PME
MPB2C
Calreticulin
PAPK kinase

Chen MH et al. (2000, 
2005); Dorokhov 
et al. (1999); 
Kragler et al. 
(2003); Lee et al. 
(2005); Matsushita 
et al. (2001, 2002); 
Yoshioka et al. 
(2004)

TuMV VPg RNA replication 
and translation, 
virus movement, 
virulence factor

PVIP PHD finge 
cysteine-rich 
protein

Dunoyer et al. (2004)

ToMV CP Coat protein, virus 
movement

IP-L Li et al. (2005)

TCV p8 Virus movement Atp8 Lin and Heaton (2001)
PPV CI Replication, virus 

movement
Photosystem I PSI-K 

protein
Jimenez et al. (2006)

TSWV NSm Virus movement AtA39, NtDNAJ_
M541 At4/1

Soellick et al. (2000); 
von Bargen et al. 
(2001)

PMTV TGB2 Virus movement TIP1, TIP2, TIP3; 
RME-8 J-domain 
protein

Fridborg et al. (2003); 
Haupt et al. (2005)

TBSV P22 Virus movement HD-ZIP Desvoyes et al. (2002)
GFLV MP Virus movement KNOLLE syntaxin Laporte et al. (2003)
CPMV 60 K Virus movement VAP27-1/2 SNARE Carette et al. (2002)
CaMV MP Virus movement MP17 rab-acceptor Huang et al. (2001)
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Intercellular movement of macromolecules involves as the first step the intracel-
lular translocation of the proteins, RNAs or nucleo-protein complexes to the cell 
periphery and the sites of the plasmodesmata. In contrast to other translocation or 
localization events such as transport into chloroplasts or mitochondria, or targeting 
to the endoplasmic reticulum (ER) and the secretory pathway, no recognizable 
conserved sequence patterns or structural elements have been identified so far, 
targeting proteins to plasmodesmata. There is now increasing evidence that differ-
ent pathways can direct proteins to the plasmodesmata, involving cytoskeletal 
elements and/or the endomembrane system. Both ways have recently been shown 
to be employed by viruses as well.

The second step is the translocation of the macromolecules through the plas-
modesmata. Still, only very few structural components of plasmodesmata have 
been identified up to date. Therefore, the mechanism and the selectivity of plas-
modesmatal transport are largely unknown. However, some of the identified host 
proteins interacting with viral movement proteins allow developing hypotheses on 
the molecular mechanisms involved in this step of viral movement.

Long-distance transport of viral structures usually occurs via the plant vascula-
ture. This is probably the least understood step in plant viral movement and clear 
molecular data about the mechanisms involved are not available at present.

13.3 The Role of the Cytoskeleton

In order to move from the site of replication to the plasmodesmata at the cell 
periphery, viruses make use of the transporting capacities of the plant cytoskeleton. 
More than ten years ago plant viral movement proteins had already been demon-
strated to co-localize with and bind to both, microtubules and actin filaments 
(Heinlein et al. 1995; McLean et al. 1995). However, the exact roles of these two 
cytoskeletal elements in the intracellular translocation and the intercellular trans-
port of viral structures are just emerging. The most extensively investigated plant 
viral movement protein is the P30 protein from TMV. Fusions of P30 with the 
green fluorescent protein (GFP) have been analyzed with respect to intracellular 
localization, colocalization with cytoskeletal elements, and dynamics during infec-
tion and movement processes (Boyko et al. 2000; Epel et al. 1996; Heinlein et al. 
1995; Mas and Beachy 2000; Padgett et al. 1996; Reichel et al. 1999). A conserved 
amino acid sequence motif has been identified within the sequences of tobamoviral 
movement proteins resembling a region in tubulin that was proposed earlier to 
mediate lateral contacts between microtubules (Boyko et al. 2000). This finding 
indicates that tobamoviral movement proteins bind to microtubules by mimicking 
tubulin interaction and assembly surfaces, thereby presumably competitively dis-
placing γ-tubulin, and probably make use of microtubule polymerization to drive 
the transport process (Boyko et al. 2000; Wick 2000).

The TMV movement protein has furthermore been shown to interact with 
MPB2C, a previously uncharacterized microtubule associated plant protein 
(Kragler et al. 2003).
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In accordance with the idea of microtubule-based intra- or intercellular transport, 
At4/1, a protein with homologies to myosin/kinesin motor proteins, has been found 
to interact with NSm, the movement protein of Tomato Spotted Wilt Virus (TSWV), 
a virus with a negative/ambisense ssRNA genome (von Bargen et al. 2001).

However, the role of microtubules in viral movement is still not quite clear, and 
it is very likely that different viruses utilize different cellular structures and mecha-
nisms for intra- and inter-cellular movement. In the case of the TMV movement 
protein it has been shown that MPB2C is not required for movement but is neces-
sary for microtubule association (Curin et al. 2007). In fact, MBP2C seems to be a 
negative effector of intracellular movement, and there is evidence that microtubules 
are dispensable for inter-cellular movement (Kragler et al. 2003). These and other 
recent findings indicate that microtubules and microtubule-associated factors might 
be involved in degradation of movement proteins, and that a transport function 
necessary for translocation of movement proteins and viral structures to the cell 
periphery and the plasmodesmata might rather be provided by the microfilaments 
of the actin cytoskeleton in connection with the endomembrane system (Boevink 
and Oparka 2005; Liu et al. 2005).

So far, no direct physical interaction between viral movement proteins and actin 
filaments has been demonstrated. However, co-localization and application of 
actin-destabilizing drugs indicate an association of for example the TMV move-
ment protein with actin filaments (McLean et al. 1995). Similarly, an association of 
the movement proteins TGB2 and TGB3 of Potato mop-top virus (PMTV) have 
been shown to co-align with the actin cytoskeleton and, upon application of the 
actin-depolymerizing drug latrunculin, subcellular localization of these two 
proteins was changed and movement was abolished (Haupt et al. 2005).

Beet yellows virus requires five viral proteins for movement, including a 
homolog of a class of eukaryotic heat shock proteins of approximately 70 kDa, 
Hsp70 h (Peremyslov et al. 1999). Recently this protein has been found to form 
motile granules that are associated with actin microfilaments, and translocation to 
plasmodesmata was dependent on an intact actin cytoskeleton (Prokhnevsky et al. 
2005). The involvement of Hsp70 proteins in viral movement is interesting because 
this class of proteins has been shown to be involved not only in protein folding but 
also in protein translocation processes (Young et al. 2003). The function of Hsp70 
proteins is dependent on co-chaperones such as proteins of the DnaJ family, which 
are required for stable binding of Hsp70 to their substrates. Intriguingly, several 
plant viral movement proteins have been shown to interact with proteins containing 
a J-domain conserved in DnaJ proteins (Haupt et al. 2005; Soellick et al. 2000; von 
Bargen et al. 2001). These findings indicate a potentially general role of Hsp70 in 
viral movement either in connection with transport along the cytoskeleton or in the 
process of partial unfolding of viral structures that may be required for passage 
through plasmodesmata.

In addition to the direct recruitment of the host cell’s transport machineries there 
are indications that hint at an indirect way of trafficking by “hitch-hiking” a protein 
that itself is transported into the neighbouring cell via the plasmodesmata. Recently, 
an interaction between the TBSV movement protein P22 and a plant homeodomain 
leucin zipper (HD-ZIP) protein has been identified (Desvoyes et al. 2002). One of 
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the first non cell-autonomous proteins identified in plants is the homeodomain pro-
tein KNOTTED1, that has been shown to move between cells via plasmodesmata 
(Lucas et al. 1995). Therefore, the proposition in the case of the TBSV-P22 protein 
is that by way of interacting with the HD-ZIP protein it may be transported to and 
possibly passaged through the plasmodesmata (Desvoyes et al. 2002). So far, the 
mechanism of how homeodomain proteins move to and traffic through plasmodes-
mata is not known. However, recently a microtubule-associated protein has been 
identified interacting with and regulating the intra-cellular localization of homeo-
domain proteins of the three amino acid loop extension (TALE) class (Hackbusch 
et al. 2005). Whether this intriguing novel protein family might be a candidate for 
a component of intra- or intercellular transport machineries remains to be 
investigated.

13.4  Involvement of the Endomembrane System 
in Virus Movement

Plamodesmata are plasma membrane-lined inter-cellular channels that establish 
continuity of the cytoplasms of adjacent plant cells. Although the molecular struc-
ture and composition of plasmodesmata is still obscure, it is well established that 
parts of the endomembrane system, the so-called desmotubules, extend through 
these channels from one cell to the other.

An emerging picture is that both inter-cellular trafficking of endogenous signal-
ling molecules like NCAPs, and virus movement might proceed with involvement 
of the endomembrane transport system (Boevink and Oparka 2005). Specific tar-
geting of some cellular proteins to the plasmodesmata via a Golgi-dependent path-
way has been revealed recently (Sagi et al. 2005).

There is a growing body of evidence that many steps in plant viral life cycles 
may be connected with cellular endomembrane systems. Virus replication often is 
associated with the ER, and a number of viral proteins facilitating movement simi-
larly locate to the ER.

The TMV P30 movement protein and the TMV 126/183-kDa protein, both 
required for TMV movement, have been shown to locate to the ER (Heinlein et al. 
1998). Similarly, an association of the movement protein (p6) of beet yellow 
closterovirus with the ER has been observed (Huang and Zhang 1999; Peremyslov 
et al. 2004).

Several host proteins involved in the secretion pathway or membrane trafficking 
events have been identified recently as interaction partners of plant viral movement 
proteins, supporting the view that the dynamic endomembrane system plays a cen-
tral role in viral movement processes.

Movement of Grapevine fanleaf virus (GFLV) virions proceeds through tubules, 
formed by the virus-encoded movement protein, that penetrate modified plas-
modesmata. Tubule formation is dependent on a functional secretory pathway, and 
the GFLV movement protein physically interacts with KNOLLE, a syntaxin 
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involved in cytokinesis (Laporte et al. 2003). Syntaxins are membrane proteins 
belonging to the SNARE family that regulates vesicle targeting and fusion (Chen 
YA and Scheller 2001). Interestingly, the Cowpea mosaic virus 60 K movement 
protein interacts with VAP33/SNARE (Carette et al. 2002), indicating that 
Syntaxin/SNARE-mediated vesicle fusion, targeting or trafficking is a mechanism 
for intracellular translocation that different viruses take advantage of.

In addition to interacting with the syntaxin KNOLLE, the movement protein of 
GFLV has been shown to colocalize with calreticulin-containing foci (Laporte et 
al. 2003). This again might be a common theme in movement processes of different 
plant viruses, because recently a direct interaction between the TMV movement 
protein p30 and calreticulin has been described (Chen MH et al. 2005). Calreticulin 
is a ubiquitous calcium-binding chaperone involved in integrin-mediated cell adhe-
sion in animals (Coppolino et al. 1997). In plants, calreticulin has been shown to 
localize to the ER and to plasmodesmata. The interaction with p30, co-localization 
in vivo and the observation that over-expression of calreticulin affects p30 localiza-
tion and TMV movement have led to the conclusion that calreticulin might be 
functionally involved in viral movement (Chen MH et al. 2005). Indirect support 
for the idea of an involvement of calreticulin in plant viral movement comes from 
the finding that one of the two movement proteins of turnip crinkle virus (TCV) 
interacts with a protein designated Atp8, containing so-called RGD motifs (Lin and 
Heaton 2001). These motifs are known to function as cell-attachment sequences 
that are recognized by integrins which in turn may be bound by calreticulin 
(D’Souza et al. 1991). Direct or indirect binding of movement proteins to calreti-
culin might serve for anchoring viral movement complexes to peripheral attach-
ment sites which frequently are associated with plasmodesmata (Boevink and 
Oparka 2005).

MPI7, an Arabidopsis thaliana protein interacting with the cauliflower mosaic 
virus (CaMV) movement protein (MP) provides more, albeit indirect, evidence for 
a possible involvement of membrane or vesicle trafficking in viral movement proc-
esses. Direct interaction between MP and MPI7 in yeast and in planta has been 
demonstrated by yeast two-hybrid analyses and fluorescence resonance energy 
transfer (FRET) (Huang et al. 2001). Biological significance and a potential impor-
tant role of this interaction in viral infectivity were inferred from the observation 
that two amino acid exchanges in the MP that were shown previously to abolish 
infectivity likewise disrupted the interaction. Furthermore, an infectious second-
site mutant that differed from the non-infective mutant by only a single amino acid 
restored the interaction in the yeast two-hybrid system (Huang et al. 2001). MPI7 
has homologies to a class of mammalian Rab acceptor proteins. Rab proteins, in 
turn, are small ras-like GTP binding proteins now known to function in both con-
stitutive and regulated exocytosis, as well as in endocytosis and transcytosis. 
Proteins of the Rab class tether incoming vesicles to the correct target organelle 
contributing to the specificity of membrane trafficking and the proper flow of cargo 
within the cell (Zerial and McBride 2001).

Potyviruses have three overlapping genes encoding the so-called “triple-
gene block” (TGB) proteins that function together to promote virus cell-to-cell 
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movement. TGBp2 of poa semilatent virus, as well as TGBp2 and TGB3p3 of 
potato virus X (PVX) and potato mop top virus (PMTV) have recently been shown 
to locate to the ER (Haupt et al. 2005; Solovyev et al. 2000). PMTV TGBp3, and 
similarly a number of different viral movement proteins contain a conserved amino 
acid motif that was shown to be essential for correct targeting of the proteins (Haupt 
et al. 2005; Laporte et al. 2003). In animals, similar amino acid motifs have been 
shown to be recognized by clathrin-coated vesicle adaptors at the Golgi and the 
plasma membrane. Moreover, the movement proteins of Potato mop-top virus 
physically interact with a conserved RMA-8 family of J-domain proteins essential 
for endocytic trafficking (Haupt et al. 2005).

Thus, these recent data strongly support the idea that intracellular movement of 
plant viruses proceeds via hitch-hiking the host’s membrane and vesicle trafficking 
pathways.

13.5 Modification of and Passage Through Plasmodesmata

A characteristic generally associated with plant viral movement proteins is their 
ability to increase the size exclusion limits (SEL) of plasmodesmata. Plasmodesmata 
connecting mesophyll cells usually have an SEL of approximately 60 kDa, i.e. they 
are permeable to molecules of up to 60 kDa. Plasmodesmal SEL may change 
depending on cell type and developmental stage, and in mature tissue, for example, 
SEL may be as low as 1 kDa or less (Imlau et al. 1999). Although numerous viral 
movement proteins have been shown to possess the ability to increase this SEL, the 
exact mechanism of how this is accomplished is largely unknown. Here again, the 
identification of host factors interacting with plant viral movement proteins might 
be helpful in understanding the molecular basis of plasmodesmal dynamics. The 
deposition of callose to close plasmodesmata during wound responses and defence 
reactions is supposed to have a function in antiviral defence by blocking systemic 
viral spread (Beffa and Meins 1996). It is therefore an intriguing finding that the 
PVX TGB2 protein interacts with three ankyrin repeat-containing proteins, TIP1, 
TIP2 and TIP3, that in turn interact with beta-1,3-glucanase (Fridborg et al. 2003). 
Beta-1,3-glucanase is a callose-degrading enzyme that thereby may regulate 
plasmodesmal SEL, suggesting that a potential strategy of PVX to gate plasmodes-
mata is to accelerate callose degradation.

The TMV movement protein has been shown to interact with a pectin methyl-
esterase (PME) (Chen MH et al. 2000; Dorokhov et al. 1999). While the functional 
implication favoured by the authors was that the main function of this interaction 
might be to recruit TMV movement protein to the cell periphery, more recently, it 
has been speculated that on the contrary, the movement protein might recruit the 
activity of PME to loosen the cell wall surrounding plasmodesmata to increase the 
SEL (Boevink and Oparka 2005).

Long-discussed regulatory steps in the passage through plasmodesmata include 
protein phosphorylation by plasmodesmata-associated kinases and an influence of 
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local Ca2+ concentrations (Citovsky et al. 1993; Roberts and Oparka 2003). The 
recent finding of an interaction between the TMV movement protein and calreticulin
might provide a link to calcium-dependent regulatory processes (see above). 
Furthermore, PAPK, a plasmodemata localized member of the casein kinase I family 
has been shown recently to specifically recognize and phosphorylate the TMV 
movement protein and a number of endogenous NCAPs, a modification that has 
been shown previously to be important for TMV movement protein function 
(Citovsky et al. 1993; Lee et al. 2005).

13.6 Movement and Pathogenicity

The identification of a particular plant virus protein as a movement protein is based 
often on observations of loss-of-function, using infectious cDNA clones of viruses, 
whereby mutation of the gene encoding the protein leads to an inability of the virus 
to move out of the initial infected cell (i.e. debilitated in local or cell-to-cell move-
ment) or from the inoculated leaf into other leaves (i.e. debilitated in systemic or 
long-distance movement). Gain-of-function approaches include co-infection studies 
where various viruses were shown to be able to enhance the movement of other 
viruses, with the complementation leading to local movement of the dependent 
virus in an otherwise non-host plant (Malyshenko et al. 1989). In another approach, 
movement-viable viruses have been constructed in which the movement gene of 
one virus has been directly replaced with that of a different virus (Dejong and 
Ahlquist 1992; Ryabov et al. 1999). It is also possible to complement the movement 
of otherwise defective (mutated) viruses by inoculating them to transgenic plants 
that themselves express the virus movement protein (Kaplan et al. 1995). 
Approaches such as these have also been used widely to assign a pathogenicity 
function to particular virus proteins, where pathogenicity may signify an increase 
in virus replication/accumulation as well as stimulation of symptom production, 
both in terms of intensity and of distribution throughout the plant (Brigneti et al. 
1998; Liu et al. 2002; Yelina et al. 2002). Further investigation of the mechanism 
of action of different plant virus pathogenicity proteins has revealed an association 
between the ability of the virus to overcome host defence responses, specifically 
RNA silencing (also known in plants as post-transcriptional gene silencing) and the 
involvement of virus proteins in the process of virus movement (see Table 13.2).

13.7 Antiviral Defence by RNA Silencing

The term RNA silencing refers to an enzymatic process occurring in plant (and 
other organisms) cells where RNA molecules are targeted in a sequence-specific 
manner for cleavage and further degradation (Brodersen and Voinnet 2006). The 
initiator for RNA silencing is double-stranded (ds) RNA, which in the case of 
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viruses may be provided as an intermediate of replication or by base pairing of 
regions of the single-stranded genomic or messenger RNA (Molnar et al. 2005). 
The initiator dsRNA molecules are cleaved into 20–26 nt ds small interfering 
(si)RNAs by RNaseIII-domain-containing Dicer proteins, or Dicer-like (DCL) 
proteins in plants. Arabidopsis thaliana encodes four DCL proteins, which have 
distinct but overlapping roles in the processing of dsRNA from various sources. 
The ds siRNAs are unwound and one strand is incorporated in the RNA-induced 
silencing complex (RISC) which contains, among others, Argonaut (AGO) proteins.
The single-stranded siRNA in RISC base pairs with its complementary target RNA, 
which is then cleaved by the AGO component. The RNA silencing system is 
efficiently triggered by virus RNA, and can effectively damp down if not com-
pletely prevent virus infection. This action is associated with the phenomenon of 
recovery in which plants fight off an initially strong infection, e.g. with nepoviruses 

Table 13.2 Plant proteins interacting with viral silencing suppressors

Virus Suppressor Biological function(s)
Interacting host 
proteins

References for 
interaction

TEV
PVY

HC-Pro Systemic movement, 
transmission by 
aphids, genome 
amplification

Rgs-CaM
HIP1, HIP1

Anandalakshmi et al. 
(2000); Guo D et al. 
(2003)

CMV
TAV

2b Systemic and cell-to-
cell movement, 
Pathogenicity

LytB, karyo-
pherin α,
TLP1

Ham et al. (1999); 
Kim et al. (2005); 
Wang et al. (2004b)

TBSV p19 Pathogenicity, 
cell-to-cell and 
systemic
movement

ALY (Hin19) Park et al. (2004; Uhrig 
et al. (2004)

PVX p25 Cell-to-cell move-
ment, egress from 
veins in systemic 
leaves, RNA 
helicase

TIP1, TIP2, TIP3 Fridborg et al. (2003)

BWYV
CABYV
PLRV

P0 Symptom production, 
virus accumula-
tion

SKP1, SKP2 Pazhouhandeh et al. 
(2006)

TCV CP Capsid formation, 
virus movement

TIP Ren et al. (2000)

ToMV TMV 126 kDa RNA-dependent 
RNA polymerase, 
virus movement

PAP1/IAA26, 
AAA AtPase, 
33 K subunit 
of photosys-
tem II, P58IPK

Abbink et al. (2002; 
Bilgin et al. (2003); 
Padmanabhan et al. 
(2005)

ACMV TGMV 
TYLCV
BCTV

AC2, AL2, 
C2, L2

Pathogenicity, activa-
tion of virus gene 
expression

SNF1 kinase, 
ADK

Hao et al. (2003); 
Wang et al. (2003)
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or tobraviruses, and reach a state where they contain extremely low levels of virus 
and are protected from further infection by the same or a very similar virus (Ratcliff 
et al. 1997). The introduction of techniques such as the transient expression of virus 
and reporter proteins in plants using infiltration with Agrobacterium tumefaciens
cultures, the production of transgenic plants expressing virus proteins, and the crea-
tion of hybrid viruses expressing genes from different sources have led to the 
understanding that the pathogenicity proteins of many viruses interfere in some 
way or other with RNA silencing, and are now commonly referred to as silencing 
suppressor proteins (Palukaitis and MacFarlane 2006; Voinnet 2005a).

13.8 Plant Proteins Interacting with Viral Silencing Suppressors

Many of the virus encoded silencing suppressor proteins had previously been 
shown to be involved in virus movement (see Table 13.2). Further studies revealed 
that some proteins interfere with local RNA silencing, whereas others prevent 
silencing in systemic infected leaves. In addition, grafting experiments have shown 
that some of the proteins interfere with the initiation of silencing whereas others 
interrupt the movement of a silencing signal that is necessary for propagation of the 
silenced state (Roth et al. 2004; Voinnet 2005b). Information on the precise mecha-
nism of action of most silencing suppressors is not available. However, recent 
studies have shown that dsRNA-binding, including siRNA-binding may be com-
mon to many different suppressors (Lakatos et al. 2006; Merai et al. 2006). In fact 
the crystal structure of two suppressors, one complexed with siRNA, have been 
obtained (Vargason et al. 2003; Ye and Patel 2005).

Mainly by applying the yeast two-hybrid system, a number of host proteins have 
been identified that bind to various silencing suppressor proteins. However, while 
the interactors of viral movement proteins have led to some conclusive hypotheses 
on the mechanisms of viral movement (see above), the functions of most of the 
proteins interacting with viral silencing suppressors are unknown. Therefore, there 
is still no general picture of how these cellular targets of silencing suppressors actu-
ally integrate in the complex network the RNA silencing process.

One of the most studied suppressor proteins is the helper component-proteinase 
(HC-Pro) that is encoded by potyviruses such as TEV and PVY. This protein is 
multifunctional, being required for virus transmission by aphids, viral polyprotein 
processing and systemic movement (Maia et al. 1996). HC-Pro also is a strong 
silencing suppressor that binds to ds siRNAs (Lakatos et al. 2006), interferes with 
3  methylation of another class of small RNAs, miRNAs (Yu et al. 2006), and 
inhibits the ribonuclease activity of the 20 S proteasome (Ballut et al. 2005). How 
many of these functions are directly related to suppression of silencing is not 
known. However, the introduction into HC-Pro of mutations that affected long-
distance movement and genome amplification also inhibited silencing suppression 
activity, whereas mutations that inactivated the proteolytic activity of HC-Pro had 
no effect on silencing suppression (Kasschau and Carrington 2001). The TEV 



330 J.F. Uhrig, S.A. MacFarlane

HC-Pro was found to interact with a calmodulin related protein called rgsCaM 
(regulator of gene silencing-calmodulin-like protein) whose expression was 
upregulated by HC-Pro (Anandalakshmi et al. 2000). Over-expression of this pro-
tein in plants also led to suppression of silencing, suggesting that it might be an 
endogenous suppressor and that the calcium-signaling pathway might play a role in 
silencing. Two other proteins, HIP1, a RING-finger protein, and HIP2, with no 
identifiable functional motifs, bind to HC-Pro in yeast, although the significance of 
these interactions is not known (Guo D et al. 2003).

Mutations in the gene encoding the P19 protein, present in tombusviruses such 
as TBSV and CymRSV, affect cell-to-cell and systemic movement of the virus in a 
host-specific manner, as well as symptom production (Scholthof et al. 1995a,b; 
Turina et al. 2003). The p19 protein is a very strong silencing suppressor that binds 
siRNAs in vitro and in vivo and was suggested to function solely by sequestration 
of these molecules without the involvement of any host proteins (Lakatos et al. 
2004). Nevertheless, yeast two-hybrid experiments revealed that P19 interacts with 
members of the ALY family of RNA-binding proteins, which in animals are 
involved in export of RNAs from the nucleus (Park et al. 2004; Uhrig et al. 2004). 
In plants, expression of P19 leads to re-localization of two of the four ALY proteins 
from the nucleus to the cytoplasm. By contrast, the two ALY proteins that remain 
in the nucleus themselves sequester the P19 protein in the nucleus (Canto et al. 
2006). This relocalisation of P19 inhibits its activity as a silencing suppressor. 
Whether the suppression activity of P19 is directly responsible for its influence on 
virus movement is not clear, although mutations in P19 that affected silencing 
suppression activity also affected virus movement and interaction of P19 with ALY 
(Chu et al. 2000; Uhrig et al. 2004).

Mutation of the gene encoding the 2b protein of CMV does not affect virus rep-
lication in protoplasts (Soards et al. 2002) but does affect the degree of movement 
of the virus in tobacco and cucumber (Ding et al. 1996). The 2b protein functions 
as a silencing suppressor, which differs in its activity to HC-Pro and TBSV P19 as 
it interferes with the long range spread of the silencing signal away from the point 
of initiation (Guo HS and Ding 2002). In doing so the 2b protein enters the cell 
nucleus, where it also reduces methylation of DNA sequences. Mutation of 
sequences necessary for nuclear localisation of the 2b protein affects its ability to 
suppress silencing and to promote a pathogenic synergistic interaction with ZYMV 
(Wang et al. 2004b). Yeast two-hybrid studies have identified a prokaryotic LytB 
homologue from tobacco that interacted with the CMV 2b protein in yeast (Ham 
et al. 1999), a karyopherin α protein from Arabidopsis that is likely involved in 
nuclear import of the 2b protein (Wang et al. 2004a), and a tobacco thaumatin-like 
protein (TLP1) whose expression is upregulated by CMV infection (Kim et al. 
2005). In this latter example TLP1 also interacted in yeast with the CMV move-
ment and capsid proteins.

The CP (P38) of TCV suppresses local silencing and prevents the accumulation 
of siRNAs (Qu et al. 2003). A 25 amino acid region at the N-terminus of the pro-
tein, that is sequestered inside assembled virus capsids, was shown to be important 
for suppression activity as well as for interaction with the TIP, a transcription factor 
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from Arabidopsis thaliana (Ren et al. 2000). Furthermore, the CP:TIP interaction 
is required for a hypersensitive resistance response in Arabidopsis. However, single 
amino acid mutations in the N-terminal regions can separate the TIP-binding and 
suppression activities of the CP, suggesting that TIP may not be involved in the 
silencing pathway (Choi et al. 2004). Mutations were introduced into P38 that 
retained suppressor function but abolished encapsidation. Movement of TCV did 
not require encapsidation but did require P38-mediated silencing suppression 
(Deleris et al. 2006).

Poleroviruses, which include PLRV, BWYV and CABYV, are aphid transmitted 
viruses that accumulate only within the phloem system of plants. This tissue limita-
tion is likely to be due in part to their lack of a particular movement function, as 
co-infection with an umbravirus, PEMV-2, or with PVX expressing the movement 
protein (ORF4) of PEMV-2, enabled PLRV to move out of the phloem into the 
mesophyll tissue (Ryabov et al. 2001). The P0 protein of poleroviruses is a silenc-
ing suppressor, and mutation of the gene encoding this protein greatly reduces or 
abolishes accumulation of viral RNA (Pfeffer et al. 2002; Sadowy et al. 2001). The 
polerovirus P0 protein interacts via an F-Box-like motif with AtSKP1 and AtSKP2 
(ubiquitin E3 ligases), and mutation of the F-box motif in P0 prevented interaction 
with SKP1/SKP2 and inhibited the silencing suppression activity of P0 
(Pazhouhandeh et al. 2006). Knock-down of SKP1 in Nicotiana benthamiana by 
virus-induced gene silencing (VIGS) made these plants resistant to PLRV infection. 
These results suggest that P0 might function as an F-box protein potentially direct-
ing ubiquitination and degradation by the 26 S proteasome of an essential compo-
nent of the host posttranscriptional gene silencing machinery.

The 126 K protein of TMV, and its homologue in other tobamoviruses, is a com-
ponent of the viral replicase. It contains motifs associated with methyltransferase 
and RNA helicase proteins, and has a role in cell-to-cell movement of the virus 
(Hirashima and Watanabe 2001). The 126 K protein is also a suppressor of RNA 
silencing (Kubota et al. 2003). Three different yeast two-hybrid studies have iso-
lated different host proteins that interact with the helicase domain of this protein. 
In the first study, interaction was found with the tobacco AAA ATPase and with the 
33 K subunit protein of the oxygen-evolving photosystem II complex (Abbink et al. 
2002). Silencing by VIGS in Nicotiana benthamiana of the ATPase gene decreased 
TMV accumulation twofold and also reduced accumulation of PVX and AMV. 
Silencing of the 33 K subunit gene led to a tenfold increase in TMV accumulation 
as well as an enhancement of PVX and AMV accumulation. In the second study, 
the TMV helicase domain interacted with the Arabidopsis AUX/IAA protein PAP1/
IAA26 which is a putative regulator of plant auxin genes involved in plant develop-
ment (Padmanabhan et al. 2005). Silencing of PAP1 induced symptoms similar to 
those seen during virus infection, and infection of plants with TMV prevented the 
normal accumulation of PAP1 in the nucleus which led to a disruption in the 
expression pattern of auxin-stimulated genes. The third study used a yeast three-
hybrid approach to identify proteins that complexed with the TMV helicase domain 
and the tobacco N gene, a TMV-resistance gene (Bilgin et al. 2003). This identified 
P58IPK, which inhibits cell death mediated by a double-stranded RNA-activated 
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protein kinase (PKR), that in animals is part of the interferon response to virus 
infection. Plants in which the P58IPK gene was silenced or mutated were hyper-
susceptible to TMV and tobacco etch virus resulting in plant death upon infection 
with these viruses, suggesting that the virus does not inhibit P58IPK activity but in 
some way modulates it to prevent the induction of cell death.

Geminiviruses, which are comprised of single-stranded DNA rather than RNA 
also encode a silencing suppressor protein (Voinnet et al. 1999). The suppressor 
protein of ACMV is the AC2 protein, which is a transcriptional activator protein 
involved in CP expression. The homologous protein from TGMV is called the AL2 
protein, and the homologue from TYLCV is called the C2 protein (Dong et al. 
2003). Transgenic plants expressing AL2 or the positional homologue L2 from 
BCTV are more susceptible to these viruses and to TMV, an unrelated RNA virus 
(Sunter et al. 2001). AL2 and L2 interact in plants with SNF1 kinase which controls 
the activity of a range of metabolic pathway transcriptional activators and repres-
sors in response to nutritional and environmental stress (Hao et al. 2003). 
Overexpression of SNF1 causes enhanced resistance to geminivirus infection, and 
the AL2 and L2 proteins bind SNF1 to inhibit its kinase activity in vitro and in vivo 
(in yeast). In a further yeast two-hybrid screen TGMV AL2 and BCT L2 proteins 
were also shown to interact with adenosine 5  phosphotransferase (ADK) (Wang 
et al. 2003). The viral proteins inactivate ADK in vitro and in vivo, as also occurs 
in transgenic plant expressing these proteins or in plants infected with geminivi-
ruses. SNF1 is activated by 5  AMP; therefore, these observations indicate that 
global regulation of metabolism by SNF1 might be part of antiviral defences, and 
the inactivation of ADK and SNF1 by the geminivirus proteins might represent a 
dual strategy to counter this defense.

13.9 Conclusion

The molecular investigation of plant viruses has stimulated and promoted the 
recent advance in understanding of two fundamental cellular processes underlying 
the coordination of developmental programs and the response to both environmental
cues and pathogen challenge: RNA silencing, as a part of the general microRNA 
pathways regulating gene expression, and the long-distance communication networks
in plants based on the intercellular trafficking of signalling macromolecules. 
Protein interaction studies using viral movement proteins and silencing suppressors 
have now identified a large number of plant proteins providing a valuable source 
of information about the molecular basis of these two processes. Interactors of 
silencing suppressors indicate functional links between RNA silencing and calcium 
signalling, nuclear shuttling, global regulation of metabolism, auxin action and 
protein degradation. While these protein interaction data still not connect to give a 
complete picture of the RNA silencing process, a more conclusive idea of the 
mechanisms of intercellular movement through plasmodesmata is emerging, 
involving the participation of the cytoskeleton and the endomembrane system, as 
well as the action of chaperones and cell wall-modifying enzymes.
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Abbreviations: ACMV, African cassava mosaic virus; AMV, Alfalfa mosaic virus; BCTV, Beet 
curly top virus; BSMV, Barley stripe mosaic virus; BWYV, Beet western yellows virus; BYSV, 
Beet yellow stunt virus; BYV, Beet yellows virus; CABYV, Cucurbit aphid-borne yellows virus; 
CTV, Citrus tristeza virus; CMV, Cucumber mosaic virus; CPMV, Cowpea mosaic virus; 
CymRSV, Cymbidium ringspot virus; PCV, Peanut clump virus; PEMV-2, Pea enation mosaic 
virus 2; PLRV, Potato leafroll virus; PoLV, Pothos latent virus; PSLV, Poa semilatent virus; PVX, 
Potato virus X; PVY, Potato virus Y; RDV, Rice dwarf virus, RHBV, Rice hoja blanca virus; 
RYMV, Rice yellow mottle virus; SBWMV, Soilborne wheat mosaic virus, TAV, Tomato 
aspermy virus; TBSV, Tomato bushy stunt virus; TCV, Turnip crinkle virus; TEV, Tobacco etch 
virus; TGMV, Tomato golden mosaic virus; TMV, Tobacco mosaic virus; ToMV, Tomato mosaic 
virus; TRV, Tobacco rattle virus; TSWV, Tomato spotted wilt virus; TYLCV, Tomato yellow leaf 
curl virus; TYMV, Turnip yellow mosaic virus; ZYMV, Zucchini yellow mosaic virus
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Chapter 14
Effects of Root Exudates in Microbial Diversity 
and Activity in Rhizosphere Soils

P. Nannipieri(*ü ), J. Ascher, M.T. Ceccherini, L. Landi, G. Pietramellara, 
G. Renella, and F. Valori

14.1 Introduction

The rhizosphere is the soil volume at the root-soil interface that is under the influence
of the plant roots and the term was introduced by Hiltner in 1904 (Brimecombe 
et al. 2001). Microbial population in the rhizosphere has continuous access to a 
flow of low and high molecular weight organic substrates derived from roots. This 
continuous flow of organic compounds may affect together with specific physio-
chemical and biological conditions microbial activity and community structure 
of the rhizosphere soil (Sorensen 1997; Brimecombe et al. 2001). Current tech-
niques still lack the adequate sensitivity and resolution for data collection at the 
micro-scale, and the question ‘How important are various soil processes acting at 
different scales for ecological function?’ is therefore challenging to answer. The 
nano-scale secondary ion mass spectrometer (NanoSIMS) represents the latest 
generation of ion microprobes, which link high-resolution microscopy with iso-
topic analysis. Recently Herrmann et al. (2007) have described the principles of 
NanoSIMS and discusses the potential of this tool to contribute to the field of bio-
geochemistry and soil ecology.

Both microbial activity and microbial diversity of the rhizosphere have been 
extensively studied as testimonies by numerous chapters and books (Keister and 
Creagen 1991; Lynch 1990a; Pinton et al. 2001, 2007; Waisel et al. 1991). This 
interest depends on the important effects that microorganisms inhabiting the rhizo-
sphere have on plant activity. Both beneficial and detrimental interactions occur 
between microorganisms and plants (Lynch 1990b); among the former symbiotic 
dinitrogen fixation, association with mycorrhizae, biocontrol against pathogens and 
production of plant growth promoting compounds by beneficial rhizobacteria have 
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been the most studied (Brimecombe et al. 2001). Detrimental interactions are due 
to the presence of plant pathogens and deleterious rhizobacteria which inhibit plant 
growth without causing disease symptoms (Brimecombe et al. 2001). However, 
despite the wealth of information of the effects of rhizodeposition on microbial 
activity and microbial diversity, there is still considerable debate on the underlying 
mechanisms and the extent of the relative effects.

This review discusses the state-of-the-art of microbial activity and microbial 
diversity in the rhizosphere soil. Since it is not possible to prepare an exhaustive 
review as the complexity and vastness of the treated matter exceeds the limits of a 
single chapter, we have operated a selection of related topics. In the case of micro-
bial diversity we have mainly discussed the recent advances obtained by using 
molecular techniques, which allow the detection of unculturable microorganisms. 
Among the various parameters used to determine microbial activity we have 
focused the discussion on soil respiration and enzyme activities because the former 
is strictly linked to organic C mineralization, and thus to oxidation of root exudates, 
and the latter represent specific reactions involved in the release of plant and micro-
bial available nutrients. The difficulties of interpreting of community-level physio-
logical profiles are also examined. Given the major effects of rhizodeposition on 
composition and activities of microbial communities inhabiting rhizosphere soil, 
the initial focus will be on the classification, collection, functions, and factors 
affecting root exudates.

14.2  Rhizodeposition: Classification, Quantification 
and Effects on Biotic Processes of the Rhizosphere Soil

Through rhizodeposition, roots introduce into the soil water soluble exudates, poly-
mers such as carbohydrates and proteins, lysates and cell walls, whole cells, whole 
roots and gases such as CO

2
 and ethylene (Morgan and Whipps 2001). Although 

most root products are C compounds, the rhizodeposited products include ions, 
sometimes O

2
 and even water. Excretions and secretions have a perceived func-

tional role whereas diffusates and root debris do not (Uren 2007). Excretions are 
the product of internal metabolism such as respiration while secretions are deemed 
to facilitate external processes such as nutrient acquisition. Both excretion and 
secretion require energy and some exudates may act as either. For example, protons 
derived from CO

2
 production in respiration are deemed excretions while those 

derived from an organic acid involved in nutrient acquisition are deemed secre-
tions. Root products differ, not only in their function, but also on the basis of their 
(a) chemical properties such as composition, solubility, volatility and molecular 
weight and (b) site of origin. The chemical properties determine in turn the biological 
activities of these root products and their behaviour in soils; thus the persistence in 
soil depends on chemical properties, particularly sorption and biodegradability of 
the root compounds. However, it is important to emphasize, first, that biological 
activity of some compounds of rhizodeposition such as phytohormones, 
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exoenzymes, phytoalexins, allelochemicals, and phytotoxins has been studied pri-
marily in solution cultures or under axenic conditions, whereas it is well established 
that the behaviour of these compounds depends on their survival in the soil (Uren 
2007) and, second, that usually specific roles or functions have been assigned to 
single compounds released from roots (Uren 2007), but it is likely that rhizosphere 
soil processes are the result of combined effects of more than one root exudate. In 
addition to attributing specific functions to a root exudate, it is important to calculate
the relative amount needed to carry out the specific function. For example, Uren 
(2007) has calculated that the amount of ascorbic acid released from wheat plants 
to reduce and dissolve sufficient Mn oxide in the rhizosphere to give the observed 
Mn concentration in the mature plant should be so high as to be unrealistic. Thus 
root exudates in addition to resorcinol should be involved in the reduction of Mn.

Amounts and composition of root exudates depend on plant genotype, plant 
growth stage and environmental conditions such as CO

2
, light, pH, temperature, 

moisture and nutrients (Grayston et al. 1996; Neumann and Römheld 2001). It is 
well established that plants devote a large proportion of the C fixed to root exudation
(0–40% of the total net C assimilated by plants) (Lynch and Whipps 1991). 
According to Uren (2007), the fixed C committed to roots by the plant is generally 
divided equally between root tissue and root products. Among the root products, 
60% are used in root respiration and the remainder (10% of the net fixed C) is 
released as border cells, root debris, diffusates and secretions, with the latter being 
the minor components (Darrah 1996; Lynch and Whipps 1991; Whipps 1990). Of 
course, caution is required in generalizing these estimates because sick or stressed 
plants can involve a larger commitment than healthy plants (Farrar et al. 2003).

Root border cells represent root cap cells that are separated from the root apex 
during root growth (Hawes and Lin 1990; Hawes et al. 2003). In the rhizosphere 
soil of maize plants these cells remain active among root hairs, secreting mucilage, 
for up to three weeks after their separation from the root (Foster et al. 1983; 
McCully 1989, 1995). Then, sooner or later, these cells die and are lysed with 
release of their content in the external milieu; in this way they contribute to the C 
transfer from roots to soil (Uren and Reisenauer 1988).

14.3  Methodology for Collecting Root Exudates and Studying 
the Rhizosphere Effect

Systems used to collect the overall root exudation products such as those based on 
collection of water soluble root exudates by immersion of the roots into aerated trap 
solutions (usually solutions with Ca2+ so as to stabilize the membrane) yield no 
information to allow distinguishing the part of the root that has produced the root 
exudates or determining spatial variability in root exudation (Neumann and 
Römheld 2001). Thus, these methods do not enable one to determine which section 
of the root is the source of exudation. It is advisable to avoid long-term exposure of 
roots to solutions with low ionic strength, as these can stimulate exudation (Jones 



342 P. Nannipieri et al.

and Darrah 1993; Prikryl and Vancura 1980). However, the main inconvenience of 
these systems is the lack of impedance of solid growth media that stimulate the root 
exudation (Neumann and Römheld 2001). This limit may be overcome by collecting
exudates of plants growing in solid media such as sand or vermiculite and then 
percolating the media with the trap solution (Johnson et al. 1996) or letting roots 
grow directly on filter papers (Neumann et al. 1999), resin foil (Kamh et al. 1999) 
or micro suction cups (Göttlein et al. 1996). The drawback of these methods is the 
possibility that certain exudates might be adsorbed by the solid medium.

Under field conditions rhizosphere soil samples are usually taken by removing 
the soil attached to roots and the effect of plant on soil properties is studied by 
comparing the behaviour of rhizosphere soil with that of the bulk soil. However, 
this approach presents several drawbacks. In particular, bulk soil can contain root 
hairs (Norvel and Cary 1992). Furthermore, it is not possible to control the various 
variables (plant physiology, root age, root section, temperature, moisture, etc.) 
affecting the root exudation and thus the rhizosphere soil. Microbial community 
structure assessed by phospholipid fatty acid analysis (PLFA) was more affected by 
plant species than soil moisture. Community level physiological profiles (CLPP), 
in terms of diversity of substrate utilization and average well colour development 
(AWCD), were affected by plant species and soil moisture (Chen et al. 2007).

The study of the rhizosphere is a very complex task and several microcosms 
have been created to study the dynamics and the interaction between soil, microor-
ganisms and plants in the rhizosphere. Most of these systems are based on the 
physical separation of rhizosphere and the adjacent bulk soil by porous membranes 
(Kuchenbuch and Jungk 1982) and may allow sampling soil at different distances 
from the rhizoplane. These systems are enclosed in so-called rhizoboxes, delimiting 
vertical or horizontal nets. In some systems the nets are localised in the bottom of 
the box and the soil below the roots is considered rhizosphere soil (roots mate 
approach) (Kuchenbuch and Jungk 1982). In the slit system (Hinsinger and Gilkes 
1997) the division is made with a 0.2-µm membrane and only the hair roots may 
grow in a thin layer of soil. In the rhizobox of Li et al. (1991), membranes with dif-
ferent pore diameters can allow penetration of root hairs and hyphae in the soil 
compartment. The rhizobox set up by Wenzel et al. (2001) allows monitoring of the 
pH, redox potential and soil moisture during the experiment, through the use of 
proper microsensors; it also allows the monitoring of root development, distribution 
and morphology without involving destructive sampling. In spite of the advantages 
of this rhizobox, which is amenable to dynamic measurements, Wenzel et al. (2001) 
underlined the importance of combining studies using their rhizobox with field 
measurements of rhizosphere processes, since any experimental approach based on 
an in vitro system implies deviations from the indigenous soil-plant system.

Model root systems (MRS) have been used to discriminate between the effect of 
the various root exudates. In a simple device reported by Badalucco and Kuikman 
(2001), the soil is pressed to a precise density (1.4 g cm3) into a plastic ring standing 
on a Petri dish covered with aluminium foil. The top of the soil is covered with a 
cellulose paper filter (Whatman 41), which can be wetted with different solutions 
of root exudates (MRE, model root exudates). This system produces a gradient of 
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the root exudate at increasing distance from the filter paper (Falchini et al. 2003) 
and it is possible to sample soil slices at different distances from the filter paper, 
which simulates the rhizoplane.

When working with model compounds, these should be incorporated in amounts 
reflecting the daily carbon input to the rhizosphere, ranging usually between 50 and 
100µg C g−1 soil (Trofymow et al. 1987; Iijima et al. 2000). Therefore it is unreal-
istic to apply several mg C g−1 of soil (Badalucco and Kuikman 2001; Baudoin 
et al. 2003).

14.4  Effects of Root Exudates on Microbial Activity 
of Rhizosphere Soils

Microbial activity of rhizosphere soil varies among different plant species, proba-
bly because these differ in root exudates composition (Van der Krift et al. 2001; 
Warembourg et al. 2003). Plants with a high concentration of root solutes and a 
rapid growth should stimulate a high rhizosphere microbial activity. This hypothe-
sis was evaluated by Valè et al. (2005) by comparing the rhizosphere microbial 
activity (in vitro mineralization of a small amount of 14C-glucose) and bacterial 
abundance (expressed as the number of CFU, or colony-forming units) between six 
herbaceous species grown in the greenhouse and differing in plant biomass and root 
C concentrations (including soluble and insoluble C). The microbial activity was 
positively correlated with root soluble C concentration and shoots biomass and 
negatively correlated with concentration of insoluble C in roots.

14.4.1  Competition Between Plants and Microorganisms 
for Soil Nutrients

Since it stimulates microbial growth, rhizodeposition might actually decrease the 
availability of mineral nutrients in the region of the rhizosphere where it is released. 
Information on the topology and timing of release of specific compounds from dif-
ferent root districts has been obtained using whole cell biosensors (Jasper et al. 
2001; Casavant et al. 2003; see this volume, Chap. 9). However, mineral nutrient 
immobilization following rhizodeposition does not impair plant growth because the 
apical regions of the root (i.e. the zone extending from the root hair zone to the root 
apex) extract most of those nutrients that are available for uptake before extensive 
rhizospheric colonization by saprophytic microorganisms occurs. If this hypothesis 
is true, microbial growth should be limited.

On the other hand, microbial growth itself becomes limited following depletion 
of mineral nutrients in the rhizodeposition zone. This effect was observed in the 
maize rhizosphere (Merckx et al. 1987). Similarly it was found that microbial 
respiration was not limited in the rhizosphere of winter wheat by available C 
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(Cheng et al. 1996) but probably by some other nutrients. Among the major nutrients,
N may be the main limiting nutrient for microbial growth due to the high C to N 
ratio of root products (Marschner 1995); indeed, rhizodeposition by maize plants 
increased N immobilization but also microbial denitrification due to the presence 
of easily available organic C (Qian et al. 1997).

Some factors complicate the study of the competition between roots and micro-
organisms for nutrients. Among these are the fact that: 1) lateral roots explore a soil 
different from that explored by the main roots; 2) nutrients immobilized by microbial
assimilation are likely to be recycled following the death and degradation of 
microbes and microfauna; 3) root exudation of soluble organic compounds 
 correspond to a net release between efflux and influx; 4) the uptake of any nutrient 
by plants and microorganisms depends on the form of this nutrient in the rhizo-
sphere soil.

The apices of lateral roots must grow through the rhizosphere of the superior 
axis from which they originate, and thus they may experience the effects related to 
the type of exudates produced by the main axis and the exudate using microbial 
population (Uren 2007).

Nutrients immobilized by microbial assimilation are likely to be recycled fol-
lowing the death and degradation of microbes and microfauna, but the timing and 
location of such events in relation to the nutrient-absorbing regions of the root are 
difficult to investigate because of the difficulties in simulating these processes 
under laboratory conditions. However, Mary et al. (1993) measured the recycling 
of C and N during the decomposition of root mucilage, glucose and roots by simply 
mixing low concentrations of these substrates with soil.

The net release between efflux and influx (Darrah and Roose 2001) can be influ-
enced by microorganisms (Phillips et al. 2004). For example, 2,4-diacetylphloro-
glucinol (DAPG) produced by Pseudomonas can block the amino acid influx 
whereas the fungal product zearalenone can increase amino acids efflux in different 
plants (alfalfa, Medicago sativa, maize, Zea mays, and wheat, Triticum aestivum).
Studies based on the use of the reporter bacteria have highlighted that DAPG is 
likely to mediate the chemical communication among different populations of 
rhizobacteria (Maurhofer et al. 2004; see this volume, Chap. 9).

Generally both plants and microorganisms prefer ammonium to nitrate but this 
is not always so (Badalucco and Kuikman 2001). For example, tomatoes prefer 
nitrate, white spruce ammonium, and some arctic sedges amino acids (Badalucco 
and Kuikman 2001). In the rhizosphere soil of pine (Pine ponderosa) the plant 
accounted for 70% of the total NO

3
− consumption whereas it only accounted for 

30% of the total NH
4
+ consumption (Norton and Firestone 1996). However, the 

presence of roots reduced NH
4
+ consumption by both nitrifiers and heterotrophs, 

and the nitrifiers competed with heterotrophs for NH
4

+, transforming it to nitrate 
and thus keeping inorganic N in a form available to roots. Using two bacterial 
biosensors for detecting NO

3
− availability, De Angelis et al. (2005) reported signifi-

cantly lower NO
3

− availability in the rhizosphere of wild oat than in bulk soil and 
the competition between roots and the whole-cell bioreporters could be attenuated 
by soil amendment with NO

3
−.
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14.4.2 Soil Respiration

Soil respiration has often been used as an index of microbial activity (Nannipieri 
et al. 1990). The respiration of rhizosphere soil is greater than that of the bulk soil 
not located around organic debris, because in the former case CO

2
 can originate not 

only from microbial respiration of soil organic C but also from root respiration and 
microbial decomposition of rhizodeposition. Raich and Mora (2005) reported that 
root and rhizosphere soil respiration of an annual crop accounted for 27–30% of the 
overall soil respiration. Separation between root respiration and CO

2
 evolution 

from rhizosphere soil is methodologically difficult. An interesting approach was 
followed by Cheng et al. (1993), who saturated soil with unlabelled glucose before 
the 14C pulse-labelling of plant shoots so as to eliminate the use of labelled sub-
strates released from roots by soil microorganisms. Root respiration and microbial 
respiration of rhizosphere soil accounted for 40% and 60% of the overall respira-
tion, respectively. Kuzyakov (2002b) suggested that microbial respiration accounted 
for 50–60% of the total plant-induced respiration. Usually, microbial respiration in 
the rhizosphere soil is highly dependent on climatic conditions, nutrient availability 
and root exudation, which is itself controlled by the rate of photosynthesis during 
light periods (Kim and Verma 1992).

Another interesting approach was followed by Rochette and Flanagan (1997), 
who grew C

4
 (Zea mays L) plants on soil developed under C

3
 plants (mixture of 

grass and legumes) to measure the isotope ratio (δ13C) of CO
2
 evolved from soil 

under corn or from soil kept free of vegetation. The δ13C values of CO
2
 from the 

control soil were significantly lower than those of CO
2
 from the corn plots and this 

allowed to estimate the CO
2
 of the rhizosphere soil, which ranged 18–25% of crop 

net photosynthesis and 24–35% of crop net CO
2
 assimilation during most of the 

growing season.
Recently, CO

2
-C evolution from decomposition of root exudates has been stud-

ied in systems simulating the rhizosphere zone, by monitoring the mineralization of 
single synthetic low molecular weight organic compounds commonly present in 
root exudates (Kozdroj and van Elsas 2000; Badalucco and Kuikman 2001; 
Baudoin et al. 2003; Falchini et al. 2003; Landi et al. 2005). Thus, Falchini et al. 
(2003) monitored the diffusion of 14C-labelled glucose, oxalic acid, or glutamic 
acid into soil from a filter placed on the surface of a sandy loam soil. Glutamate 
showed a higher mineralization than glucose during the first three days, whereas 
the mineralization of oxalic acid showed a three-day lag phase. Both glutamate and 
glucose addition caused a positive priming effect. Hamer and Marschner (2005) 
reported that fructose and alanine induced a stronger priming effect in forest soil 
when compared with other root exudates such as oxalic acid and catechol. Oxalic 
acid induced both negative and positive priming effects whereas catechol always 
reduced mineralization of soil organic matter. It was not possible to predict the 
occurrence and magnitude of the priming effect from the chemical and physical soil 
properties, but it was observed that the priming effect was more pronounced in for-
est soils containing low biodegradable organic carbon (Hamer and Marschner 
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2005). Li and Yagi (2004) observed that C inputs by rice (Oryza sativa) grown 
under elevated CO

2
 retarded the mineralization of organic matter in the 0–5-cm 

surface layer of a paddy soil. Several hypotheses have been proposed to interpret 
positive priming effects. According to Fontaine et al. (2003), addition of easily 
available organic C stimulates the growth of r-strategists and the successive growth 
of k-strategists is responsible of the degradation of recalcitrant organic matter. 
Another hypothesis explains the positive priming effect as due to the increase in the 
turnover of native microbial biomass (Chander and Joergensen 2001; De Nobili 
et al. 2001) whereas Kuzyakov et al. (2000) suggested that the activation of soil 
microorganisms by the addition of the easily available organic C increases enzyme 
synthesis with higher degradation of soil organic matter. The real and apparent 
priming effects caused by the addition of 15N labelled fertilizers have been discussed
by Jenkinson et al. (1985).

14.4.3  Nutrient Dynamics and Functional Aspects 
of Rhizosphere Soil

It is well established that root exudation of easily available organic compounds 
affects nutrient dynamics through the turnover and mineralization of organic com-
pounds (Grayston et al. 1996; Hamilton and Frank 2001; Kuzyakov and Cheng 
2001; Kuzyakov 2002a). In this regard the most studied plant nutrients are nitrogen 
and phosphorus.

The assimilation of root-derived C stimulates microbial N immobilization 
because the average C/N ratio of rhizodeposition is higher than the C/N ratio of soil 
microflora (Badalucco and Kuikman 2001). This may result in a temporary reduc-
tion of available N to the plant. Only under conditions of low N availability may 
the rhizosphere be a region of excess C supply where N concentration limits 
microbial growth (Merckx et al. 1987). Norton and Firestone (1996) suggested that 
N immobilization rates of rhizosphere soil of Pinus ponderosa seedling were 
limited by NH

4
+ rather than by C availability. The microbial N immobilization 

promoted by the microbial assimilation of root-derived C can be counterbalanced 
by the protozoan stimulation of the N mineralization; root exudation promotes 
bacterial growth with mineralization of organic N and then bacteria are grazed by 
protozoa with release of NH

4
+ due to the higher C/N ratio of the protozoa than 

bacteria (Clarholm 1985; Kuikman et al. 1990; Liljeroth et al. 1990, 1994). The 
higher N mineralization in the rhizosphere soil has been indirectly demonstrated by 
the higher protease and histidinase activities, both involved in N mineralization 
processes, in the rhizosphere than bulk soil (Badalucco et al. 1996). It has been 
postulated that nematodes are the primary consumers of bacteria in the rhizosphere 
(Griffiths 1990) and they also release ammonia when grazing bacteria because the 
C/N ratio of the former is higher than that of the latter (Badalucco and Kuikman 
2001). According to Jones et al. (2005) the NH

4
+ release as the result of grazing of 

bacteria by protozoa, nematodes and invertebrates and the slower turnover times of 
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roots compared to microorganisms (Hodge et al. 2000) counteract the effects due 
to the fact that microorganisms are superior competitors than plants for both 
inorganic and organic N sources.

It has been shown that root-derived C stimulates N immobilization-mineralization
turnover and denitrification in a greenhouse experiment based on growing maize 
plants, monitoring 13C natural abundance and 15N added as 15NH

4
15NO

3
 fertilizer 

(Qian et al. 1997). The N mineralization-immobilization turnover (MIT) is very 
important in regulating the amount of N available to plants and it is based on the 
transformation of organic N to NH

4
+ and the opposite reaction. The alternative 

pathway is the so-called “direct route” in which microorganisms take up simple 
organic molecules, such as amino acids, and once these amino acids are inside the 
microbial cells they are deaminated and the surplus NH

4
+ is released into the extra-

cellular soil environment (Barraclough 1997). Amino acid uptake by rhizobacteria 
has been proven by using reporter bacteria (Jaeger et al. 1999; Espinosa-Urgel and 
Ramos 2001; see this volume, Chap. 9).

The amount of available N supplied as fertilizer can affect the type of reactions 
in the rhizosphere soil. By growing barley plants for 46 days in a sandy loam soil 
in a cabinet with a 14C-labeled atmosphere and applying either high (169.1 mg N 
Kg−1 wet soil) or low (34.2 mg N Kg−1 wet soil) amounts of fertilizer N as 15N
labeled ammonium sulphate, it was observed that the proportion of 14C translocated 
below ground was slightly higher in the high-N than in the low-N treatment and the 
decomposition of organic matter was reduced in the high-N treatment (Zagal et al. 
1993). In contrast, soil microorganisms in the low-N treatment preferred C from 
soil organic matter over root derived C.

From the global change perspective, increase of atmospheric CO
2
 and land cover 

transformation are among the major impacts caused by human activities. Pinay et al. 
(2007) determined the effects of two years atmospheric CO

2
 enrichment on soil 

potential respiration (SIR), denitrification (DEA) and nitrification (NEA) activities. 
Soil microbial activities measured by SIR, DEA and NEA were not sensitive to an 
increase of atmospheric CO

2
 but some of these functions were significantly altered 

by the type of plant cover, i.e. annuals vs perennials. The relative changes of these 
microbial activities induced by annual and perennial plants was inversely related to 
the density and the diversity of the corresponding functional bacterial groups, i.e. 
change in nitrification (NEA)> change in denitrification (DEA)> change in respira-
tion (SIR). In other words, the functional community with the least diversity and 
density, i.e. nitrification, was the most affected by the plant cover type and these 
changes remained after the rain event. In contrast, the respiration process, under the 
control of a wide diversity and density of microorganisms, did not present any 
significant change. Denitrification presented an intermediate pattern with signifi-
cant rate differences after the two year experiment, but functionally converged two 
months after the rain event.

Increases in bacterial activity were observed in both rhizosphere and bulk soil 
by Christensen and Christensen (1994) when N was present in limiting concentra-
tions. In addition, Söderberg and Bååth (2004) observed that addition of NH

4
+ but 

not NO
3

+ decreased bacterial activity (as determined by thymidine and leucine 
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incorporation) of rhizosphere soil of barley seedlings but not bacterial activity of 
the bulk soil because plant NH

4
+ uptake decreased the pH of rhizosphere soil due 

to secretion of H+ by roots. However, a change in the composition of root exudates 
in response to the different N source cannot be excluded.

The functional aspects of the microflora inhabiting the rhizosphere soil has been 
monitored by the community-level physiological profiles (CLPP) generated with 
sole-carbon-source-utilization tests from BIOLOG (Garland and Mills 1991). In 
spite of the fact that three closely related legumes, i.e. alfalfa (Medicago sativa),
common bean (Phaseolus vulgaris) and clover (Trifolium pratense), showed 
differences in the composition of the rhizosphere communities as assessed by 
PCR-SSCP (single strand conformation polymorphism) analysis of 16 S rRNA 
genes, the overall analysis by CLPP indicated that the metabolic potential of all 
rhizosphere samples was similar (Miethling et al. 2003). Treatment of soil for 14 
days with artificial root exudate (glucose, fructose, sucrose, citric acid, lactic acid, 
succinic acid, alanine, serine and glutamic acid) solution at a rate of 100 µg C g−1

day−1, to simulate a daily carbon input to soil by root, markedly changed the BIOLOG 
oxidation pattern (Baudoin et al. 2003). However, the addition of the exogenous 
substrates was not followed by an increased oxidation of these compounds in the 
BIOLOG plates and this does not support the hypothesis that BIOLOG oxidation 
patterns can be used as an index of substrate availability in situ. It is well established 
that the CLPP presents several drawbacks. In particular, it is culture-dependent, it 
does not determine the contribution of fungi and it does not maintain the composi-
tion of the microbial communities constant during the incubation (Nannipieri et al. 
2003). Degens and Harris (1997) overcame these limitations by measuring the uti-
lization patterns of various substrates by soil microbial communities using short-
term responses of soil treated with amino acids, carboxylic acids, carbohydrates 
and organic polymers.

14.4.4 Enzyme Activity in the Rhizosphere Soil

Enzyme activity is generally higher in rhizosphere than in bulk soil, as a result of a 
greater microbial activity sustained by root exudates or due to the release of 
enzymes from roots (Badalucco and Kuikman 2001). The overall enzyme activity 
of the rhizosphere soil can depend on enzymes localized in root cells, root remains, 
microbial cells, microbial cell debris, microfaunal cells and the related cell debris, 
free extracellular enzymes or enzymes adsorbed or inglobated in soil particles. 
Ultracytochemical techniques have been used with electron microscopy to localize 
enzymes in electron-transparent components of soil such as microbial and root 
extracellular polysaccharides, fragments of cell walls and microbial membranes but 
these techniques cannot be applied in regions of soil with naturally electron-dense 
particles such as minerals (Ladd et al. 1996). Thus, acid phosphatase has been 
detected in roots, mycorrhizae, soil microbial cells and fragments of microbial 
membranes as small as 7×20 nm.
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Soil microbes release extracellular enzymes useful for the initial degradation 
of high molecular weight substrates such as cellulose, chitin and lignin, and miner-
alise organic compounds to mineral N, P, S and other elements. Enzymes attached 
to the outer surface of microbial cells, the ectoenzymes, can also carry out the 
hydrolysis of high-molecular weight substrates (Burns 1982; Nannipieri 1994). 
In addition to extracellular enzymes, active intracellular enzymes can also be 
released after cell lysis and remain active in the extracellular soil environment 
insofar as they do not require cofactors for their activity, extracellular pH and 
temperature are not denaturing and abiotic inactivation or proteolytic degradation 
does not occur (Nannipieri 1994). Sorption by soil colloids may protect an 
enzyme from microbial degradation or chemical hydrolysis and the enzyme can 
retain its activity if it is not denaturated and its active site is available to the sub-
strates (Nannipieri 1994).

Most extracellular enzymes have a low mobility in soil due to their molecular 
size and charge characteristics, and thus any secreted enzyme must operate close to 
the point of secretion and its substrate must be able to diffuse towards it. Acid 
phosphatase was secreted in response to P deficiency stress by epidermal cells of 
the main tip roots of white lupin and was present in the cell walls and intercellular 
spaces of lateral roots (Wasaki et al. 1997). Such apoplastic phosphatase is pro-
tected against microbial degradation and cannot be adsorbed by soil colloids, but is 
effective only when soluble organophosphates, normally present in the soil solu-
tion, diffuse in the apoplastic space (Seeling and Jungk 1996). The role of phos-
phatases in the rhizosphere remains uncertain (Tinker and Nye 2000).

Tarafdar and Jungk (1987) carried out a very interesting study on the relation-
ship between enzyme activity of soil and nutrient cycling in the rhizosphere. They 
sampled a silt loam soil at different distances from the rhizoplane of either clover 
(Trifolium alexandrinum, 10 days old) or wheat (Triticum aestivum, 15 days old) 
and found that the total P and organic P contents decreased in the rhizosphere soil, 
whereas the inorganic P content increased in the vicinity of the rhizoplane. Such an 
increase was probably due to the increase of both acid and alkaline phosphatase 
activities in the rhizosphere soil and it paralleled the increase in both fungal and 
bacterial counts, suggesting a probable microbial origin of both enzymes in the 
rhizosphere soil. Both phosphatase activities increased with plant age, probably as 
the result of the increase in microbial biomass and/or the increase in total root surface.
It has been speculated that plants do not need to secrete phosphatases because the 
phosphatase activity (mostly of microbial origin) in the rhizosphere soil is generally
sufficient to ensure sufficient available P (Tarafdar and Jungk 1987; Tarafdar and 
Marschner 1994). Bacillus amyloliquefaciens FZB45, a plant-growth-promoting 
rhizobacterium, stimulated growth of maize seedlings under phosphate limitation 
in the presence of phytate whereas a phytase-negative mutant strain FZB45/M2 did 
not stimulate plant growth (Idriss et al. 2002). However, the plant origin of phosphatase
as of any enzyme of the rhizosphere soil cannot be excluded because plant-borne 
enzyme can be released in the rhizosphere (Tarafdar and Jungk 1987). Indeed, 
transgenic Nicotiana tabacum (tobacco) or Arabidopsis thaliana, which expressed 
constitutively β-propeller phytase from Bacillus subtilis (168phyA), secreted 
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 extracellular phytase in much higher amounts than the respective wild-type plants 
and used sodium phytate as the sole P source (Lung et al. 2005). Similarly, trans-
genic Arabidopsis thaliana with phytase gene (phyA) from Aspergillus niger was 
capable of taking up P from a range of organic phosphorus substrates added to agar 
under sterile conditions (Richardson et al. 2001). However, transgenic Trifolium 
subterraneum L constitutively expressing a phytase gene (phyA) from Aspergillus 
niger was capable of exuding phytase and taking up more P than wild-type plant 
when grown in agar with phytate, but it was not successful when it was grown in 
soil (George et al. 2004), probably because plant-exuded phytase was adsorbed by 
soil colloids and/or degraded by soil protease (George et al. 2005).

In a soil-plant (wheat) microcosm, bacterial numbers, protozoan numbers, 
histidinase and casein hydrolysing activity were monitored after 21 and 33 days 
of plant growth (Badalucco et al. 1996). Microbial numbers and enzyme activi-
ties were higher in the rhizosphere than in the bulk soil; the closer to the soil-root 
interface, the higher the numbers and the enzyme activities (Badalucco et al. 
1996). It was hypothesised that bacteria were the main source of histidinase, 
whereas protease activity was suggested to be produced by bacteria, protozoa and 
root hairs.

Using the model rhizosphere system described above, Renella et al. (2005) 
reported that different root exudates were mineralized to different extents and had 
different stimulatory effects on microbial growth and on hydrolase activities, 
mostly localized in the rhizosphere zone. In particular, the rapid increase in the 
alkaline phosphatase activity could be considered as an indirect evidence of the 
important role of rhizobacteria in the synthesis of this enzyme in the rhizosphere 
(Tarafdar and Jungk 1987).

Measurements of enzyme activities have been used to study the effect of trans-
genic plants on soil metabolism. Both dehydrogenase and alkaline phosphatase 
activities of soil sampled from transgenic alfalfa, regardless of association with 
recombinant nitrogen-fixing soil Sinorhizobium meliloti, were significantly lower 
than those of soil sampled from parental alfalfa (Donegan et al. 1999).

Enzyme activities of rhizosphere soil have been measured to assess the pertur-
bation resulting from the introduction of genetically modified microorganisms in 
the ecosystem (Naseby and Lynch 1998). The inoculation of wheat seeds with a 
genetically modified strain of Pseudomonas fluorescens increased urease and 
chitobiosidase activities of rhizosphere soil at 0–20 cm depth and decreased 
alkaline phosphatase but not acid phosphatase activity (Naseby and Lynch 1997). 
The reduction in alkaline phosphatase activity was attributed to a displacement of 
the rhizosphere communities producing the enzyme. Opposite changes in the meas-
ured enzyme activities were observed when inoculation of wheat seeds with the 
genetically modified P. fluorescens was carried out in the presence of a mixture of 
urea, chitin and glycerophosphate (Naseby and Lynch 1997).

P. fluorescens F113, which naturally produces the antifungal 2,4-diacetylphlo-
roglucinol (DAPG) and is marked with a lacZY gene cassette, increased alkaline 
phosphatase, phosphodiesterase and arylsulfatase activities of pea rhizosphere 
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whereas the other inocula reduced enzyme activities compared to the control 
(without bacterial inoculum) (Naseby and Lynch 1998). It was suggested that 
increases in enzyme activities were caused by the production of DAPG, which 
decreased the available inorganic phosphate and sulphate in the rhizosphere being 
the synthesis of these enzymes controlled by these nutrients (Naseby et al. 1998). 
However, an opposite trend was found for acid phosphatase activity, which is 
mostly of plant origin, contrarily to the primarily microbially-determined alkaline 
phosphatase activity. Therefore, acid phosphatase activity is more dependent upon 
the nutritional status of the plant. The presence of the F113 strain was associated 
with low β-galactosidase, β-glucosidase, N-acetylglucosaminidase activities and 
probably this behaviour depended on the increase in available C. On the other hand, 
no effects on enzyme activities were observed when Pseudomonas fluorescens
F113 was present in the rhizosphere of field-grown sugar beet (Naseby et al. 1998). 
It was concluded that the impact of various genetically modified Pseudomonas on 
the rhizosphere populations and functions depended on the nature of the genetic 
modification (Naseby and Lynch 1998).

The potentialities of enzymes produced by rhizosphere microorganisms, including 
genetically modified microorganisms, in bioremediation and biocontrol of pests 
and diseases have been discussed by Naseby and Lynch (2002).

The main problem in interpreting the meaning of enzyme activities in soil are, 
first, that the current enzyme assays measure the potential rather than the real 
enzyme activity because the conditions of incubation assays are based on optimal 
pH and temperature values, optimal substrate concentrations, presence of a buffer 
and shaking of soil slurries; of course the conditions for enzymes in situ are much 
different from those used in the assay (Burns 1982; Nannipieri et al. 2002; 
Gianfreda and Ruggiero 2006) and, second, that the current enzyme assays do not 
distinguish among different enzymes contributing to the measured total enzyme 
activity (Burns 1982; Nannipieri 1994; Nannipieri et al. 2002; Gianfreda and 
Ruggiero 2006). It has been suggested that enzymes can be present in soil in 
different locations, as intracellular enzymes in active, resting, and dead cells as 
well as in cell debris and as extracellular enzymes in the soil solution, adsorbed by 
inorganic colloids or associated in various ways with humic molecules (Nannipieri 
et al. 2002). It would be important to determine the intracellular enzyme activity of 
active microbial cells so as to obtain meaningful information on the microbial func-
tional diversity (Nannipieri et al. 2002). Several methods have been proposed to 
distinguish the extracellular stabilized enzyme activity (activity due to enzyme 
adsorbed or englobated in soil colloids) from intracellular enzyme activity but all 
of these have disadvantages (Nannipieri et al. 2002). As discussed above, the 
situation is more complex in the rhizosphere than in bulk soil, due to the presence 
of active and still intact root cells detached from the roots, of mycorrhizal cells 
strictly linked to roots and active bacterial, fungal and faunal cells. All these cells 
present a broad array of active enzymes.

The source of active enzyme in soil by using the molecular techniques will be 
discussed in this volume (see Chap. 9).
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14.5 Microbial Diversity in the Rhizosphere

Rhizosphere microorganisms are classified on the basis of the interactions with 
plants, as they can have negative (e.g. phytopathogenic), positive (e.g. plant growth 
promotion, symbiosis), or neutral (e.g. no benefits) effects on plants (Brimecombe 
et al. 2001). Symbiotic and pathogenic microorganisms have been well character-
ized by cultural or direct methods, because of the possible applications of such 
work in plant protection or crop production, whereas the role of neutral 
 microorganisms in the rhizosphere has been generally neglected. Recently, however, 
the role of ‘neutral’ rhizosphere microorganisms in plant nutrition has been 
re-evaluated (Hirsch et al. 2003; Talbot 2003).

The number of rhizosphere-colonizing microbes has been determined by plate 
counts or the Most Probable Number (Bakken 1997; Brimecombe et al. 2001; 
Johnsen et al. 2001). Soil treated with artificial root exudate (glucose, fructose, 
sucrose, citric acid, lactic acid, succinic acid, alanine, serine and glutamic acid) 
solution at a rate of 100 µg C g−1 day−1, to simulate a daily carbon input to soil by 
root, markedly increased bacterial counts (Baudoin et al. 2003). Variations of the 
C/N ratio of the solution added to soil had no effect on the bacterial numbers. It is 
well established that culture-dependent methods only detect 1–10% of the microor-
ganisms inhabiting the soil (Torsvik et al. 1996). Molecular techniques based on the 
extraction, purification and characterization of nucleic acids from soil, the BIOLOG 
technique and phospholipid fatty acid analysis (PLFA) have provided alternative 
methods for analyses of the microbial diversity in the rhizosphere (Lynch et al. 
2004). The limits of the BIOLOG technique have been already discussed. The 
phospholipid fatty acid (PLFA) technique, which is based on the extraction, 
fractionation, methylation and chromatography of the phospholipid component of 
soil lipids, can only be used to estimate gross changes in community structure 
(Zelles 1999). It is possible to identify species by fatty acid analysis using standard 
cultural-based media and a suitable database. Molecular methods based on the 
extraction, purification and characterization of nucleic acids are generally used to 
study both culturable and unculturable microorganisms in soil. There are a broad 
variety of these methods for low, intermediate and high resolution analysis (Johnsen 
et al. 2001; Lynch et al. 2004). Generally, these methods cannot provide the resolu-
tion of microbial diversity where it is necessary to identify key microbial species at 
the community level or to elucidate their role in the ecosystem. These limitations 
can be overcome to some extent by rRNA gene analysis for microbial diversity 
studies (see this volume, Chap. 9).

Low-resolution techniques, such as the determination of base distribution in 
community DNA and the rate at which denatured, single-stranded DNA reanneals, 
give an estimate of the total genetic diversity (Torsvik and Øvreas 2002; Lynch et al. 
2004). Most of the intermediate-resolution techniques are based on comparative 
analysis of conserved genes such as those coding for ribosomal RNA (rRNA), 
the so-called rDNA (Johnsen et al. 2001; Lynch et al. 2004). They usually involve 
polymerase chain reaction (PCR) amplification of rRNA genes from soil DNA 
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samples, combined with fingerprinting techniques, such as denaturing gradient gel 
electrophoresis (DGGE), temperature gradient gel electrophoresis (TGGE), terminal
restriction fragment length polymorphisms (T-RFLP), amplified rDNA restriction 
analysis (ARDRA), cloning and sequencing (Johnsen et al. 2001; Torsvik and 
Øvreas 2002; Lynch et al. 2004). The DGGE (which separates chemically-
denatured PCR products of the same size but of different sequences) and T-RFLP 
(which distinguishes between PCR products by recognizing only the terminal 
fragment of restriction digestion), have been generally used to study rhizosphere–
microbe interactions.

By using DGGE, it was revealed that different plants support different bacterial 
(Marschner et al. 2002), fungal (Gomes 2003) and archaeal (Nicol et al. 2003) com-
munities and that the structure of microbial communities was affected by root 
architecture, plant age and various perturbations (Marschner et al. 2002; Nicol et al. 
2003). The effect of plant roots on the composition of archaeal communities has 
been confirmed by PCR single stranded conformation polymorphism (PCR-SSCP) 
with significant differences in the composition of the Crenarchaeota populations 
between the rhizosphere soil of different plant species and their respective bulk soil 
(Sliwinski and Goodman 2004). The effect of root architecture on the composition 
of bacterial communities from the rhizosphere of grassland species has also been 
shown by T-RFLP analyses (Kuske et al. 2002). Marschner et al. (2001) found that 
the composition of bacterial rhizosphere community from three plant species 
(chickpea, rape and Sudan grass), as determined by PCR-DGGE of 16 S rDNA, 
depended on the complex interaction between soil type, plant species and root zone 
location. Bacterial diversity was higher in mature root zones than at the root tips 
in the sand and clay soils but not in the loamy sand soil. They also showed that 
N fertilization had no significant effect on the composition of bacterial community 
of the rhizosphere soil whereas both fertilization and soil type influenced plant 
growth. Stark et al. (2007) recently demonstrated that the addition of green manures 
improved soil biology by increasing microbial biomass and activity irrespective of 
management history, that no direct relationship existed among microbial structure, 
enzyme activity and N mineralization, and that microbial community structure (by 
PCR–DGGE) was more strongly influenced by inherent soil and environmental 
factors than by short-term management practices.

Plate counts, but not TGGE fingerprintings, showed an effect of root age on 
bacterial community structure of rhizosphere soil of Zea mays (Gomes et al. 2001). 
Bacterial community composition on the cluster roots and in the rhizosphere soil, 
determined by DGGE, differed among three species of Banksia (B. attenuata
R. Brown, B. ilicifolia R.Brown and B. menziesii R.Brown), and depended on 
sampling times and cluster root age, as young, mature and senescing roots were 
distinguished (Marschner et al. 2005). No changes were observed in both acid and 
alkaline phosphatases, whereas both β-glucosidase and protease activities increased 
with time. The three species differed in asparaginase activity. Smalla et al. (2001) 
showed a plant-dependent shift in the relative abundance of bacterial populations 
by comparing DGGE-fingerprinting of 16 S rDNA fragments amplified by PCR 
from soil or rhizosphere. This shift was more pronounced in the second than in the 
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first year. DNA sequencing showed that most of the dominant bands from the rhizo-
sphere patterns corresponded to Gram-positive bacteria. The study concerned 
rhizosphere communities of field grown strawberry (Fragaria ananassa Duch), 
oilseed rape (Brassica napus L.) and potato (Solanum tuberosum L.), those three 
plants being host to the pathogenic fungus Verticillium dahlae. Both the abundance 
and composition of V. dahlae bacterial antagonists were plant species dependent 
(Berg et al. 2002). While most studies to date have focused on a single functional 
gene, analysis of a more complex suite of genes would enable us to better address 
the role of the community structure in controlling various processes in soil. In the 
recent years there has been a growing interest in genes and transcripts coding for 
metabolic enzymes. Besides questions addressing redundancy and diversity, more 
and more attention is given on the abundance of specific DNA and mRNA in the 
different habitats. Sharma et al. (2007) have recently reviewed several PCR tech-
niques that are suitable for quantification of functional genes and transcripts such 
as most probable number (MPN)-PCR, competitive PCR and real-time PCR. These 
new quality of data is of high relevance to improve mathematic models of turnover 
processes.

The T-RFLP analysis showed that composition of eubacterial community of 
rhizosphere of conventionally managed continuous corn and organically managed 
corn was similar to that of soil light fraction, which includes plant debris of soil, 
but differed respect to that of heavy fraction, which includes the mineral particles 
and associated humic matter (Blackwood and Paul 2003). Nunan et al. (2005) have 
studied the rhizoplane bacterial community rather than the rhizosphere communi-
ties, after hypothesising that plant effects on microbial community should be more 
pronounced on the rhizoplane than in the rhizosphere soil. Neither T-RFLP nor 
DGGE fingerprints of PCR-amplified 16rDNA did not show any effect of grassland 
plant species on the bacterial community of rhizoplane.

Neither DGGE nor T-RFLP analyses provide information on key microbial spe-
cies nor elucidate their role in the rhizosphere if cloning and sequencing are not 
carried out. In addition, it should be stressed that the selected method for extraction 
and purification of nucleic acid from rhizosphere soil can markedly affect observa-
tions on bacterial community structure (Niemi et al. 2001).

It was found that there was a higher diversity of amoA genes (Briones et al. 
2003) and nifH genes (Cocking 2003) in rhizospheres of rice cultivars and non-
legumes than in bulk soils, respectively. The higher diversity of these two genes 
encoding key functions in N cycling might suggest that through rhizodeposition, 
plants select functional groups rather than taxonomic groups of microbes.

Many factors (root architecture, root age, perturbation, stability of soil micro-
flora, etc.) can interfere with the recognition of the effects of plant species on the 
composition of microbial communities inhabiting rhizosphere soil. In addition, soil 
microflora appears very stable, since changes due to perturbations are transitory 
(Nannipieri et al. 2003). An ingenious approach for studying the effects of plant 
species on composition of microflora by eliminating the problem of the presence of 
a stable microbial community was carried out by Bardgett and Walker (2004), who 
studied the effect of colonizer plant species on microbial growth and composition 
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on recently deglaciated terrain in south-east Alaska by analysing PLFA. Bacterial 
biomass was increased by Rhacomitrium, Alnus and Equisetum and fungal biomass 
was increased by Rhacomitrium and Alnus with respect to bare soil.

The relative importance of specific plant properties vs soil characteristics in 
determining the composition of bacterial communities of the rhizosphere soil was 
examined in an innovative experiment, in which Carex arenaria, a non-mycor-
rhizal plant species, was chosen so as to eliminate the confounding factor repre-
sented by different levels of mycorrhizal colonization; this plant was grown in 10 
different sites with soils presenting different properties (De Ridder-Duine et al. 
2005). Bacterial diversity of rhizosphere and bulk soil was analysed by DGGE. It 
was observed that the diversity of a particular rhizosphere community was more 
similar to that of the bulk soil community of the same site rather than to that of 
rhizosphere communities from other sites.

Better insights on the effects of plant root in modifying the structure of soil 
microbial communities can be obtained by studies in which the rhizosphere effect is 
simulated by adding specific compounds occurring in root exudates. Both oxalic and 
glutamic acid changed the DGGE profiles of soil bacterial communities, causing the 
appearance of few extra-bands in the 0–2-mm soil layer of the model root system 
(Falchini et al. 2003). Microbial diversity, as determined by ribosomal intergenic 
spacer analysis (RISA), was changed when soil was treated with a mixture of root 
exudate compounds (glucose, fructose, saccharose, citric acid, lactic acid, succinic 
acid, alanine, serine and glutamic acid) at a rate of 100 µg C g−1 day−1 for 14 days 
whereas the C/N ratio of the added solution had no effect (Baudoin et al. 2003).

In recent years molecular tools have been developed to analyze the structures 
of the rhizosphere-associated fungal communities from several crops (Gomes et al. 
2003; Kowalchuk 1999; Smit et al. 1999), and also the function and possible role 
of the observed fungal diversity associated with plant roots, especially their 
antagonistic potential (Kowalchuk et al. 1997; Vandenkoornhuyse et al. 2003). 
Gomes et al. (2003) showed a rhizosphere effect of two maize cultivars grown in 
tropical soils on fungal communities analysed by DGGE of 18 S rDNA amplified 
by an universal primer. Plant growth development had an effect, whereas no differ-
ence was observed between fungal communities of the rhizospheres of the two 
cultivars. Cloning and sequencing of the dominant bands showed a dominance of 
members of Ascomycetes and Pleosporales families in young maize plants and a 
dominance of Ascomycetes and Basidiomycetous yeast in the rhizosphere of 
senescent plants.

14.6  Effect of Transgenic Plants on Microbial Diversity 
in the Rhizosphere Soil

Few studies have been conducted to investigate the effect of transgenic plants on 
soil microbial communities in spite of the several thousands field releases of trans-
genic crop plants (Kowalchuk et al. 2003; Lynch et al. 2004). Two possible effects 
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can occur in the rhizosphere soil. With the first, bacterial population inhabiting the 
rhizosphere soil can capture and stably integrate transgenic plant DNA. In this case 
it may be risky the acquisition of antibiotic resistance genes, generally used as 
markers in transgenic crops, because it may change the composition of microbial 
communities. With the second, both composition and activity of microbial commu-
nities of rhizosphere soil can be changed as a consequence of altered root exudation 
or root morphology in transgenic plants. For example, in the case of transgenic 
modifications made to improve the plant resistance against microbial pathogens, 
the composition of rhizosphere microbial communities should be monitored. 
Indeed, the introduced resistance trait is based on the release of transgenic products 
such as cell-wall-attacking enzymes or molecules like T4-lysozyme, chitinase or 
cecropine, which can affect not only bacterial and fungal pathogens but also non-
pathogenic microorganisms. Lynch et al. (2004) suggested that a requirement to an 
accurate monitoring of the effect of transgenic plants on soil microbial diversity is 
the careful collection of baseline data so as to take natural variations into considera-
tion. In addition, Kowalchuk et al. (2003) have recommended to study effects of 
transgenic plants on soil microflora in small-scale field experiments since green-
house conditions can markedly differ from field conditions. The parent variety of 
the transformed crop should also be included in the experimental design. For exam-
ple, Dunfield and Germida (2001) observed that the microbial rhizosphere commu-
nity of the transgenic glyphosate-tolerant oilseed, as determined by fatty acid 
methyl ester (FAME), was different from those of the three glufosinate ammonium-
tolerant oilseed varieties. However, since the parental non-transgenic variety was 
not compared with the transgenic glyphosate-tolerant oilseed it was not possible to 
determine if the observed changes were due to the transgenic modification or not 
(Lynch et al. 2004). Both rhizosphere samples and bulk soil were sampled six times 
in a two-year, multi-site field study involving a transgenic canicola variety and a 
conventional variety and the composition of microbial communities as affected by 
the use of transgenic plants was investigated by community-level physiological 
profiles, fatty acid methyl ester profiles and terminal amplified ribosomal DNA 
(Dunfield and Germida 2003). Changes in the composition of microbial communi-
ties associated with the introduction of the transgenic variety were temporary and 
did not persist throughout.

A transgenic T4-lysozyme-expressing potato released detectable amount of T4 
lysozyme (De Vries et al. 1999) with bactericidal activity at the rhizoplane 
(Ahrenholtz et al. 2000). However, the composition of bacterial communities of 
rhizosphere of both transgenic and a transgenic control without the T4 lysozyme 
gene, monitored by the BIOLOG approach, fatty acid analysis, DGGE or cloning 
and sequencing, were influenced by sampling period, plant developmental stage 
and field site and not by the T4 lysozyme expression (Heuer and Smalla 1997; 
Heuer et al. 1999; Muyzer and Smalla 1998).

Lynch et al. (2004) have suggested that relevant effects of transgenic plants on 
composition of microbial communities inhabiting soil should be more important 
than those due to season and field site.
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14.7 Conclusions

Microbial activity, as determined by CO
2
 evolution of rhizosphere soil, is often 

positively correlated with root soluble C concentrations and negatively correlated 
with non-soluble C. Enzyme activities are also generally higher in the rhizosphere 
than bulk soil, probably due to higher microbial sources but the currently used 
enzyme assays do not make it possible to distinguish the respective contributions 
of microbial, plant and faunal enzymes to the overall measured enzyme activity. 
Studies on microbial (mostly bacterial) diversity seem to indicate that plant species 
do not always affect the composition of microbial communities inhabiting the 
rhizosphere soil, because other factors, such as root architecture, root age, perturba-
tions, stability of soil microflora, etc, also exert a significant influence. Growth in 
elevated CO

2
 may, however, affect decomposition by changing the amount and 

dynamics of litter fall by modifying litter quality through changes in plant commu-
nity composition; and by altering the soil environment and its biological activity 
(by increase of soil water, C input to soil, rhizosphere activity, etc.) with conse-
quent priming of the decomposition of old stable organic matter. These indirect 
effects can be tested only by long-term studies on litter decomposition in forests 
exposed to elevated CO

2
, but the current literature comprises results only from 

short-term incubations (Hyvönen et al. 2007).
Techniques used to determine microbial diversity such as those based on DNA 

fingerprinting have the potential to reveal genetic diversity but say nothing about 
the expression of these genes (see this volume, Chap. 9). Therefore, a higher microbial
diversity that would be promoted by a higher flux of available C in the rhizosphere, 
as compared to bulk soil, would not necessarily imply a consequent higher diversity 
of functional genes. A possible objective of further studies would be to relate the 
utilization of plant C by microbial species to a particular functional role in the 
ecosystem (see this volume, Chap. 9). However because of current limitations on 
our understanding with respect to acclimation of the physiological processes, the 
climatic constraints, and feedbacks among these processes – particularly those acting 
at the biome scale – projections of C-sink strengths beyond a few decades are 
highly uncertain.

Interpretation of experiments examining in situ responses of soil microorgan-
isms should be made with caution as incubation studies represent model systems 
under optimum conditions that rarely occur in the field. However, assessing soil 
properties under constant conditions allows variables such as soil moisture levels, 
temperature, microbial-plant interactions and soil type, to be studied individually 
(Stark et al. 2007). Due to limitations of the currently used methods, studies on 
microbial processes in the rhizosphere soil should be based on combined measure-
ments of microbial diversity and microbial activity (Fig. 14.1). In this context, an 
interesting approach was followed by Kourtev et al. (2003), who worked with two 
exotic plant species, a Japanese barberry (Berberis thubergii, D.C., a hardy shrub 
forming tickets of multi-stemmed plants) and a Japanese stilt grass (Microstegium 
vimineum, Camus, a C4 annual plant), and with a native under-story plant 
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(Vaccinium spp, a blueberry). The two exotic and the native species were grown in 
the same soil, and their effect on both microbial diversity and microbial activity 
was examined. After a three-month incubation period, soils planted with the 
exotic species differed in PLFA profiles, enzyme activities and SIR profile as com-
pared with the initial soil or with the soil under the native under-story plant. 
Endocellulase, aminopeptidase, alkaline phosphatase and phenol oxidase activities 
were higher in stilt grass soil than in barberry or blueberry soils, whereas cellulase, 
acid phosphatase, peroxidase activity decreased in all planted soils.

There is need for better integration between plant physiology and molecular 
biology with soil chemistry, physics, and microbial and mesofaunal ecology. 
Working in isolation can still advance the field; however, the biggest advances will 
be made when scientific fields are integrated. It has been assumed that each com-
pound released by roots has a specific role or function, but the reality is that very 
few proposed effects are established (Uren 2007). Probably the reality involves 
combination of more than one single root exudate compounds and future research 
should be directed at quantifying the significance of root exudates under realistic 
plant-soil systems.
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Fig. 14.1 Recommended multidisciplinary approach combining studies on microbial diversity, 
activity and biomass, to assess the rhizosphere soil microflora and its interactions with plants
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Chapter 15
Siderotyping, a Straightforward Tool to Identify 
Soil and Plant-Related Pseudomonads

Jean-Marie Meyer(*ü ), Christelle Gruffaz, and Marion Fischer-LeSaux

15.1 Introduction

Siderotyping is a method recently developed to characterize bacterial strains by the 
siderophore(s) they produce when grown under iron deficiency. First applied to 
fluorescent pseudomonads and their main siderophores, the pyoverdines, the 
method was primarily used for the recognition of new molecules among pyover-
dines. Because of the huge diversity of molecules encountered among this 
siderophore family, the method became rapidly a useful prerequisite for starting 
novel structure investigations. Close to 50 structures have been already established 
and a total of more than 110 structurally different compounds are presently recog-
nized by siderotyping.

Interest for siderotyping considerably increased when it became evident that all 
strains belonging to a well defined Pseudomonas species produce an identical pyo-
verdine and, furthermore, that most species are characterized by specific pyover-
dines. Therefore, beside their interest as powerful siderophores, pyoverdines are 
also potent taxonomic markers, opening a new and valuable way for bacterial iden-
tification and taxonomy within this major genus.

In the present chapter, the chemical as well as the physiological basis of the 
siderotyping methodology and details on the different methods used to validly dif-
ferentiate pyoverdines are presented. Our present knowledge on siderophore diver-
sity among Pseudomonas, with a particular focus on pyoverdine diversity among 
fluorescent Pseudomonas, as well as a brief overview on what is known on 
siderophores of non-fluorescent Pseudomonas, is summarized. Moreover, a brief 
analysis of the taxonomic methods presently in use for an efficient Pseudomonas
identification and classification are developed for comparison purposes with 
siderotyping methods. As an example, strain clustering obtained by numerical taxonomy
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and illustrated by a dendrogram of phenotypic distances of 85 type-strains and 
phytopathogen Pseudomonas is compared with clusters reached by siderotyping of 
the same collection. The numerous advantages of the siderotyping method, but also 
its limits, will be discussed.

15.2  Soil- and Plant-related Pseudomonads: A World within 
the Microbial World

The genus Pseudomonas is widely distributed in nature. These bacteria rank among 
the major bacterial population in soil and natural water samples, representing very 
often 2–10% or more of soil isolates as obtained by colony counting (Janssen 
2006), whereas close to half of the natural isolates present in mineral waters are 
pseudomonads (Guillot and Leclerc 1993). Thanks to not yet fully understood 
attraction mechanisms (Espinosa-Urgel et al. 2002), Pseudomonas are also well 
distributed in plant root environments, thus contributing to a large proportion of the 
plant-related microbial population. Moreover, many of them demonstrate properties 
of biotechnological values: Pseudomonas isolates are used as biocontrol agents, 
able to lower or suppress plant diseases of fungal origin (Lemanceau and 
Alabouvette 1993) thanks to various mechanisms, among them the production of 
siderophores (Kloepper et al. 1980a,b) or antibiotics (Haas and Defago 2005). 
Others are successfully competing with saprophytic fungi at the plant rhizosphere 
level and, therefore, can be used as stimulating agents resulting in crop yield 
increase. Indeed, thanks to their high metabolic versatility, many pseudomonads 
have been successfully used in bioremediation of chemicals like nitrates or pesti-
cides, including the degradation of toxic organic compounds such as carbon tetra-
chloride (Lee et al. 1999).

Pathogenicity to plants and mushrooms is also a trait of interest of many 
Pseudomonas species: 23 species are presently listed by the Taxonomy Committee 
of the International Society of Plant Pathology. Moreover, some of these species 
encompass many pathovars: P. syringae for instance includes more than 55 patho-
vars. A huge host range of plant species is attacked by Pseudomonas strains with a 
great variety of symptoms (necrosis, cankers, tumors, maceration). Thus this genus 
is considered under temperate climates as the major group of phytopathogenic 
bacteria. Species of the Pseudomonas syringae group are known to be epiphytic 
bacteria whereas most other phytopathogenic Pseudomonas, including P. corrugata,
P. marginalis, and P. tolaasii, are soil inhabitants.

The multitude of valuable characteristics of Pseudomonas has inspired many 
studies resulting in the isolation of collections of natural isolates from various envi-
ronments and including in most cases the characterization and identification of the 
bacterial isolates of interest. However, although the concomitant use of many dif-
ferent phenotypic and genotypic methods (see below for details), the identification 
at the species level of the numerous isolates worked out in such studies usually fails 
dramatically. The general conclusion reached after much effort and investment is at 
the best that a high genetic polymorphism exists within such collections, but 
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without being able to specify in detail the different bacterial species causing that 
diversity. This is particularly frustrating when studies reveal specific sub-populations
presenting valuable particular features and which would indeed be of interest to 
characterize precisely.

Such difficulty in determining species affiliation is due in part to the lack of pre-
cision of taxonomical methods presently in use and also to the great diversity 
encountered among pseudomonads which, moreover, often has no standing in a 
nomenclatural frame. Although 16 S rDNA sequencing has clarified the taxonomi-
cal position of pseudomonads and limited the number of Pseudomonas species to 
those belonging to the DNA-RNA hybridization group I of Palleroni (1984) 
(Kersters et al. 1996; Anzai et al. 2000), taking out from the Pseudomonas sensu 
lato listing more than 60 species, the number of sensu stricto species presently recog-
nized is still high with 55 species identified as fluorescent Pseudomonas and 
53 belonging to the non-fluorescent species (personal compilation of the authors). 
The total number of 108 species should, moreover, increase considerably in the 
future. Many species delineated at the early times of phenotypic taxonomy, e.g., 
P. fluorescens, P. putida, P. syringae, and P. stutzeri, have since proved to be very 
heterogeneous at the genomic level: P. stutzeri has recently been split into 18 
genomospecies based on DNA-DNA hybridization (Sikorski et al. 2005), while the 
numerous pathovars of P. syringae were separated based on the same criteria into 9 
genomovars (Gardan et al. 1999). Moreover, it is well established that P. fluorescens
and P. putida are very heterogeneous species at the phenotypic level as suggested 
by the recognition of 5 biovars (I–V) within the P. fluorescens species and three 
biovars (A–C) within the P. putida species (Palleroni 1984), and also at the genomic 
level (Hilario et al. 2004). According to the siderotyping method described below, 
28 strains belonging to the biovar I of the P. fluorescens species are dispatched 
among 10 siderovars (Meyer et al. 2002), while 144 P. putida isolates can be 
divided into 35 siderovars (Meyer et al., in preparation). The general rule being that 
one siderovar corresponds usually to one species (Meyer et al. 2002), and even if 
some already published species are now recognized as junior synonyms (Cladera et 
al. 2006; Lang et al. 2007), we could easily expect the recognition of close to 200 
Pseudomonas species in the near future. In such a perspective, siderotyping as a 
simple and powerful method for strain differentiation, identification and grouping, 
will be of great interest compared to the taxonomic methods presently in use.

15.3  Conventional Tools for Pseudomonad Characterization 
and Identification

15.3.1 Phenotypic Tools

Conventional bacteriological tests used to characterize Pseudomonas strains 
include cellular morphology and flagella typing, Gram staining, glucose metabo-
lism, presence of cytochrome C oxidase. Other phenotypic characters of particular 
interest in this genus are:
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● Accumulation of Endocellular Granules of Poly-Beta-Hydroxybutyrate (PHB).
Strains of Pseudomonas sensu stricto do not accumulate PHB, at the opposite of 
former pseudomonads which were afterward reclassified in other genera. P. cor-
rugata was thought to be an exception, but it was later on demonstrated that this 
species does not accumulate PHB but medium-chain-length poly-hydroxyal-
kanoates (Kessler and Palleroni 2000).

● Production of Specific Pigments. The best known and first studied is pyocyanin, 
a phenazine blue pigment that gives its typical blue color to the pus produced in 
some P. aeruginosa infections. Pyocyanin production on King’s A medium 
(King et al. 1954) is a key character in identification of P. aeruginosa. Since 
then, other pigments were characterized and are used in species or biovar identi-
fication, among them lemonnierin produced by strains of biovar IV of P. fluorescens
(Starr et al. 1967) and chlororaphine produced by P. chlororaphis (Breed 
et al. 1957). The most common studied pigment remains pyoverdine, the green 
fluorescent siderophore produced by fluorescent Pseudomonas grown under 
iron-deficiency, usually detected thanks to the King’s B medium (King et al. 
1954; Meyer 2000).

To identify plant pathogenic Pseudomonas, bacteriologists rely on a combina-
tion of five phenotypic tests proposed by Lelliott et al. (1966). This identification 
key is called LOPAT for Levane production from sucrose, presence of cytochrome 
C Oxidase, Pectinase, Arginine dihydrolase and hypersensitive reaction on 
Tobacco leaves. It allows one to define five groups: groups I and II correspond to 
oxidase negative phytopathogenic species (P. syringae and related species, and 
P. viridiflava, respectively), groups III and IV to oxidase positive phytopathogenic 
species (P. cichorii and P. marginalis, respectively) and group V corresponds to 
P. fluorescens and other saprophytic strains. This determinative key is still very 
useful but is insufficient and suffers of the failings that characterize identification 
schemes based on few characters. To identify strains at the pathovar level, 
 phenotypic tests are completed by pathogenicity tests in order to determine host 
range and symptoms.

Extensive phenotypic studies including 146 nutritional tests (Stanier et al. 
1966) demonstrated the extreme nutritional versatility of pseudomonads and 
allowed their differentiation at the species level with the recognition of biovars for 
the most heterogeneous P. fluorescens and P. putida species. Numerical analysis 
of these data by Sneath et al. (1981) confirmed the discriminative capacity of this 
approach. Since then, auxanograms were miniaturized and different commercial 
kits are now available. Assimilation of carbon compounds of three different 
chemical families could be studied with strips commercialized by BioMérieux: 
API 50CH (carbohydrates), API 50AA (amino acids) and API 50AO (organic 
acids). These API systems were replaced by Biotype 100 strips (BioMérieux) 
which is designed to test carbon assimilation from 99 different sources. The 
Biolog GN MicroPlate System (Biolog Inc.) allows one to test oxidation of 95 
substrates. These kits are very useful for numerical taxonomic analysis and have 
been used in polyphasic approach to identify discriminative characters for the 
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description of new species (Grimont et al. 1996; Gardan et al. 2002). Analysis of 
fatty acid methyl esters of whole cells by high resolution gas chromatography is 
used in the Microbial Identification System (MIDI, Microbial ID Inc.). The main 
disadvantage of these kits, beside their cost, is the maintenance of up-to-date data-
bases. Therefore, while descriptions of new species increase, identification scores 
may decrease.

Methods used for epidemiological purposes involve serotyping, production and 
sensibility to phages, antibiograms, whole cell protein fingerprints. Most of the 
time, such methods have been used to characterize species of clinical interest like 
P. aeruginosa (Palleroni 2005).

15.3.2 Genotypic Tools

15.3.2.1 DNA-DNA Hybridization

Since 1987, DNA-DNA hybridization has been the reference method for species 
delineation (Wayne et al. 1987). First results evidenced very low genomic related-
ness within pseudomonads, a result confirmed by rRNA-DNA hybridization 
(Palleroni et al. 1973) and subsequent affiliation of several species to different 
classes of Proteobacteria (Anzai et al. 2000). DNA-DNA hybridization also 
showed that some historic species were constituted of several genomospecies (see 
above). Nowadays, this method – which consists of pair wise comparison of whole 
genome to determine DNA relatedness – is systematically used in polyphasic taxo-
nomic studies to define new species in the genus. Such defined species represent 
groups of strains sharing more than 70% of DNA-DNA homology, clearly sepa-
rated from neighbouring species by lower values. DNA-DNA hybridization, which 
is cumbersome and time consuming, is not per se an identification tool, but it allows 
one to delineate species as genetically homogeneous groups for which molecular 
identification tools can easily be defined.

15.3.2.2 Sequencing of Conserved Genes

Based on rrs gene sequences, phylogenetic relationships between Pseudomonas spe-
cies were elucidated (Moore et al. 1996; Anzai et al. 2000). Sequencing of rrs gene 
and comparison with international databases is a convenient way to achieve isolate 
identification. However, effective identity of rrs sequence is not necessarily a suffi-
cient criterion to guarantee species identity because of the highly conservative nature 
of the rrs gene. To overcome this problem and to refine phylogenies, less conserved 
housekeeping genes were studied. Yamamoto et al. (2000) sequenced gyrB and rpoD
genes. Discrepancies with rrs phylogeny were evidenced but the resolution level was 
correlated with DNA-DNA hybridization data. Recently, Ait Tayeb et al. (2005) 
showed that the resolution power of rpoB tree was three times higher than those of 
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rrs and that partial sequence of rpoB was a good identification marker. There is no 
doubt that multilocus sequence analysis of housekeeping genes will play a major 
role in future taxonomic studies and identification schemes, as already shown in a 
recent study involving 10 housekeeping genes (Frapolli et al. 2007).

15.3.2.3 DNA Fingerprinting

Taxonomic studies within the Pseudomonas genus took advantages of the numerous 
molecular methods developed to investigate genomic polymorphism. Methods based 
on PCR amplification of whole genome used random priming (RAPD) or primers in 
repetitive elements (rep-PCR). Others used restriction of the genome (AFLP, PFGE, 
ribotyping). Among these, ribotyping was developed as an identification tool, with 
commercialization of an automate (Riboprinter, Qualicon) and development of a 
database called Taxotron by the Institut Pasteur (Paris, France). Other DNA finger-
printing methods were mainly used to investigate genetic diversity at sub-specific 
level (Louws et al. 1994; Clerc et al. 1998). In conclusion, characterization and 
identification of Pseudomonas species followed the general evolution of methods 
used for bacterial identification. Despite the splitting of Pseudomonas sensu lato and 
restriction of Pseudomonas genus to species belonging to the DNA-RNA hybridiza-
tion group I, this genus remains extremely heterogeneous. Identification of species – 
the majority of which are saprophytic – has for a long time been an awkward task 
and limits of classical tests for diagnosis were reached. Extensive improvement of 
characterization and identification of pseudomonads was achieved with the develop-
ment of molecular methods based on genotypic data like rrs gene sequencing. 
However, at present, there is still a need for routine techniques that allow one to 
resolve easily the Pseudomonas diversity at the species level.

15.4  Siderotyping, or How to Identify Pseudomonads Through 
a Unique Phenotypic Character

One phenotypic character easy to observe, and quite important since it concerns about 
half of the Pseudomonas sensu stricto species, is the production of pyoverdine, the 
water-soluble yellow-green and fluorescent pigment previously called fluorescein, 
produced by the so-called fluorescent Pseudomonas (Elliot 1958). This pigment is 
observable when growing the bacteria on King’s B medium where its production 
results in the appearance of a bright fluorescence in the medium (King et al. 1954). 
Only a few other genera, e.g., Azotobacter spp. or Azospirillum spp., are able to 
produce similar compounds. However, very specific features like nitrogen fixation 
allow an easy discrimination of these bacteria from the fluorescent pseudomonads.

Pyoverdines are chromopeptides made of a quinolein-based chromophore con-
ferring to the molecule its color and bright fluorescence and, branched to it, a small 
peptide as well as a dicarboxylic acid side chain (see Fig. 15.1). So far, 50 different 
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pyoverdines have been structurally determined. That huge diversity results mainly 
from variations at the peptide chain level which vary by the number and composi-
tion of the aminoacyl residues (for details the reader is referred to the recent 
exhaustive compilation of Budzikiewicz 2004). It is important to note that pyover-
dine structural features are strain specific, which means that one iron-starved strain, 
whatever the other growth conditions, always produces pyoverdine molecules with 
the same peptide chain (a very few exceptions have been claimed in the literature; 
see Budzikiewicz 2004). However, different pyoverdine molecules can be found in 
a culture supernatant, differing by the nature of the carboxylic acid side chain (suc-
cinic or malic acid or their amides, α-ketoglutaric or fumaric acid, for the most fre-
quent ones). Some of these so-called pyoverdine isoforms are produced by 
iron-starved cells, some others, however, are resulting from chemical modifications 

Fig. 15.1 Structures of Pseudomonas siderophores. A Structure of a pyoverdine. B Structure 
of corrugatin
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Fig. 15.2 Isoelectrophoretic patterns of some fluorescent Pseudomonas pyoverdines. Lane 1, 
Pseudomonas salomonii CFBP 2022T; lane 2, Pseudomonas palleroniana CFBP 4389T; lane 3, 
Pseudomonas tolaasii CFBP 2068T; lane 4, Pseudomonas costantinii CFBP 5705T; lane 5, 
Pseudomonas fuscovaginae CFBP 2065T; lane 6, Pseudomonas syringae CFBP 1392T; lane M cor-
responds to standard pyoverdine markers for pHi measurements (see Meyer et al. 2002). 
Abbreviation: CFBP, Collection Française de Bactéries Phytopathogènes (INRA-Angers, France)

occurring during growth, e.g., the formation of the succinyl isoform resulting from 
the hydrolysis of the biosynthetised succinamide isoform.

Thus, applying a method which could separate the different isoforms like isoelec-
trophoresis (electrophoresis in presence of ampholins which determine a pH gradient 
in the gel), each fluorescent Pseudomonas strain producing a particular pyoverdine 
could be identified through its pyoverdine-isoelectrofocusing (PVD-IEF) pattern, 
depending on the amino acid content of its pyoverdine and also depending on the 
number of pyoverdine isoforms present in its culture supernatant. An example is 
given in Fig. 15.2 which illustrates the PVD-IEF patterns obtained with P. salomonii, 
P. palleroniana, P. tolaasii, P. costantinii, P. fuscovaginae and P. syringae.

The experimental procedure to reach such patterns is very simple: 1 mL of a 
24-h culture at 25 °C in CAA medium (a Casamino acid-based medium with low 
iron content, (see Meyer et al. 2002 for detailed formula) is centrifuged and 
400 µL of the clear supernatant are lyophilized. The dry residue is dissolved in 
20 µL of water and 1 µL solution is deposited on the ampholin-containing poly-
acrylamide gel for the mini-IEF isoelectrophoresis procedure developed accord-
ing to the manufacturer recommendations (Biorad). The natural fluorescence of 
pyoverdines under UV light (350 nm) is used for the revelation of the bands. As 
experimented in our laboratory, one person using two Mini-IEF gel apparatus 
can run up to 10 gels, thus determining the PVD-IEF patterns of 140 strains 
within a day.
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The next step of the IEF-siderotyping procedure is then to group strains present-
ing the same PVD-IEF pattern as seen by visual comparison. A control is done by 
co-migrating on a same gel pyoverdines of a same IEF group. A second control is 
then reached by using another siderotyping procedure, based on the usually high 
specificity of recognition between ferri-pyoverdines and their respective outer 
membrane receptors (Hohnadel and Meyer 1988). It is thus controlled that each 
strain of the IEF group is able to use as iron transporter any of the pyoverdines pro-
duced by strains belonging to the same group. Although some pyoverdines have 
been seen to share very closely related, if not identical, IEF patterns, this second 
control is usually very discriminative and has allowed so far the discrimination of 
more than 110 different pyoverdines characterizing as many siderovars, i.e., groups 
of strains sharing an identical pyoverdine.

One major conclusion reached by siderotyping is that pyoverdine molecules 
could be used as powerful taxonomic markers. It effectively became evident, 
once well polyphasic defined species were available to siderotyping analysis, 
that, as a general rule, strains belonging to one species produce an identical 
pyoverdine while strains belonging to different species produce structurally dif-
ferent pyoverdines. This has been well established for several well-circum-
scribed species of fluorescent Pseudomonas, i.e., Pseudomonas monteilii,
Pseudomonas rhodesiae, Pseudomonas mandelii, Pseudomonas veronii,
Pseudomonas tolaasii, and Pseudomonas syringae (Meyer et al. 2002). 
Moreover, the method successfully contributed to the definition of recently 
described new species, namely Pseudomonas brassicacearum and Pseudomonas 
thivervalensis (Achouak et al. 2000), Pseudomonas lini (Delorme et al. 2002), 
Pseudomonas mosselii (Dabboussi et al. 2002), Pseudomonas salomonii and 
Pseudomonas palleroniana (Gardan et al. 2002), Pseudomonas costantinii
(Munsch et al. 2002), and Pseudomonas lurida (Behrendt et al. 2007). 
Furthermore, the assignation, as postulated by  siderotyping, of a phenotypic 
cluster to a given species, was positively verified by DNA-DNA-hybridization 
(Meyer et al. 2002), proving that the method was particularly efficient for the 
detection of potential new species. Interestingly, the method was successfully 
extended to the non-fluorescent species Pseudomonas corrugata, Pseudomonas 
fredericksbergensis, Pseudomonas graminis and Pseudomonas plecoglossicida.
Such bacteria do not synthesize pyoverdines as siderophores but other structur-
ally different compounds sharing in common the ability to tightly bind iron(III) 
and to transport it into the cells thanks to specific outer membrane receptors. 
These siderophores and their respective iron transport systems are still unknown 
for a majority of them. Of the four species cited above, only corrugatin, the 
siderophore of P. corrugata, has been identified at the structure level (Risse 
et al. 1998; Fig. 15.1). The three others, each defined by a specific pHi 
value (Meyer et al. 2002), remain to be characterized, as well as the ferri-siderophore 
receptors of the four species. The IEF-analysis procedure for siderophores 
produced by such non-fluorescent pseudomonads is identical to the one 
described above for pyoverdines, except that the revelation of siderophores is 
done by the CAS-overlay method as described by Koedam et al. (1994).
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15.5  An Application Within Plant-Pathogen Pseudomonads: 
Correlation Between Siderotyping and Numerical Taxonomy

A collection of 85 phytopathogenic Pseudomonas strains were analyzed through 
siderotyping and numerical taxonomy. The resulting groups reached by the two 
methods are compared in Fig. 15.3 as illustrated by PVD-IEF patterns and by a 

Strains

P. salomonii

P. palleroniana

P. tolaasii

“P. tolassii”

P. costantinii

P. veronii
P. fluorescens bv. III
P. orientalis

P. corrugata

P. fuscovaginae

P. fluorescens bv. V

P. fluorescens bv. V

P. chlororanis
P. aerueinosa
P. nutida bv. A

Genomic species

P. qureofaciens

Pyoverdine isoelectrophoretic pattern
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4 5 6 7 8 9
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4277
4274
4380
4282
4280
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4378
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4273
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2022T
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4394
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4389T
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4398
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4392
4391
4030
4059
4055
4054
4029

2068T
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4058
4056

5705T
5707
5706
5708
5709

4304T
2127

4863T
4025
4561
4040
4026
4031
4027
4042
4043
4562
4563
4041
4038
4039

2431T
3081
3083
3082
3084
2804 PVD(-)

2065T
2808
2801
2805
2802 ND
2803
3078
3080
4559
4557 PVD(-)
4558

2130
2133T

2132T
2466T
2066T
2107T
2212T
1694T
2353T
1908T
1670T
1390T

0 0,1 0,2 0,3 0,4

Fig. 15.3 Correlation between siderotyping and numerical taxonomy. The pyoverdine-isoelectro-
phoretic patterns of 85 Pseudomonas strains are shown in the middle panel by bars representing 
the different pyoverdine isoforms found in the respective CAA culture supernatants. The thickness 
of the bars reflects the intensity of fluorescence of the pyoverdine-isoform bands, as visualized 
under UV light at 350 nm after electrophoresis. Phenotypic dendrogram is depicted in the right
panel. For details on pyoverdine isoelectrophoresis and on the construction of the dendrogram, see 
Meyer et al. (2002) and Gardan et al. (2002), respectively
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dendrogram representing phenotypic distances between strains. Six phenotypic 
clusters can easily be distinguished at a phenotypic distance of 0.11 in the dendro-
gram, corresponding to the species P. salomonii, P. palleroniana, P. tolaasii, P. costantinii
and P. fuscovaginae. It is evident that these groups match perfectly with the group-
ing reached by siderotyping. This conclusion is also valid for the non-fluorescent 
P. corrugata species. Some discrepancies, however, concerns P. syringae strains 
which were characterized by a unique PVD-IEF pattern while demonstrating some 
phenotypic heterogeneity (phenotypic distance of 0.35) which is in agreement with 
the genomovar multiplicity found in this group (Gardan et al. 1999). It is also evi-
dent that unclustered strains with high phenotypic distances, e.g., strains identified 
in Fig. 15.3 as P. veronii, P. fluorescens bv. III, P. orientalis, P. fluorescens bv. 
V, P. aureofaciens, P. chlororaphis, P. putida bv. A and P. aeruginosa, are also 
characterized by as many specific PVD-IEF patterns, thus confirming the strong 
correlation between siderovars and phenotypic clusters. Interestingly, among the 
P. tolaasii isolates, strain CFBP 4056 demonstrated a surprisingly high phenotypic 
distance when compared to the other strains of the group. According to its 
PVD-IEF pattern, it is evident that the strain is related to the P. fuscovaginae
siderotype, suggesting that its present taxonomic position as a P. tolaasii isolate 
needs to be revised.

A difficulty encountered in siderotyping concerns isolates that are deficient in 
siderophore production and which cannot be characterized, indeed, by a siderophore-
IEF profile. This problem can be overcome by developing siderophore-mediated 
(59Fe) iron uptake experiments, as was done for the pyoverdine-deficient P. fuscova-
ginae strains. These strains were grouped within the P. fuscovaginae siderovar 
based on their capacity to specifically use the P. fuscovaginae pyoverdine as iron 
transporter. This grouping was consistent with the dendrogram which shows that 
these strains are closely related within the species.

15.6 Conclusions

By its simplicity and rapidity of execution, siderotyping is a particularly promising 
method for the characterization and identification at the species level of fluorescent 
and non-fluorescent Pseudomonas. As illustrated here, the method could advanta-
geously replace a numerical analysis of phenotypic data, thus saving time and money 
while results obtained by the two methods are in most cases in full agreement.

We are presently developing the use of the method in studies relevant to dif-
ferent ecological topics which are usually investigated through conventional 
methods such as the study of survival capacity of biocontrol strains (Molina et al. 
1998; Nautiyal et al. 2002), the search and characterization of strains with spe-
cific biological features (Landa et al. 2002), the influence of soil factors and 
agricultural practices on the diversity and distribution of pseudomonads in soils 
(Lemanceau et al. 1995; Frey et al. 1997; Aagot et al. 2001; Kwon et al. 2005), 
or the selection of specific pseudomonad populations (Ross et al. 2000; Founoune 
et al. 2002).
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Chapter 16
Molecular Strategies for Identifying 
Determinants of Oomycete Pathogenicity

Howard S. Judelson(*ü ) and Audrey M.V. Ah-Fong

16.1 Introduction

Oomycetes are a diverse group of fungus-like eukaryotes encompassing both sapro-
phytes and pathogens of plants and animals. Of the approximately 500 known spe-
cies, those with the greatest human impact are the plant pathogens. These infect a 
wide range of crops, ornamentals, and native species, resulting in tens of billions of 
dollars of losses annually. Understanding factors required to be successful patho-
gens is a priority in oomycete research, since these may be targets for crop protec-
tion chemicals or plant-based resistance strategies. As illustrated in Fig. 16.1, such 
features may include the processes used to form the major infective propagules 
(spores), to breach physical barriers of the host (such as appressoria and hydrolytic 
enzymes), to acquire nutrients (transporters), and to alter the physiology of the 
plant (cytoplasmic or apoplastic effectors).

The aim of this chapter is to describe the approaches used to study oomycetes 
and progress in understanding the molecular bases of their pathogenicity. In partic-
ular, genomics and proteomics-based strategies have recently become feasible for 
several oomycetes, adding to traditional methods of gene cloning and classical 
genetics. Some of these resources have existed for years in other pathogens such as 
the ascomycete and basidiomycete “true” fungi, but their impact on the oomycete 
field is relatively new. These advances will be addressed after introducing the 
reader to the taxonomy, biology, and pathology of oomycetes. Thorough coverage 
of these introductory topics is impractical due to the diversity of oomycetes, how-
ever the reader is referred to several comprehensive descriptions of their biology 
(Spencer 1981; van der Plaats-Niterink 1981; Erwin and Ribeiro 1996; Hardham 
and Hyde 1997; Dick 2001).
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16.1.1 Diseases Caused by Oomycetes

Oomycetes infect a wide range of monocots and dicots. The most important plant 
pathogens reside in the orders Peronosporales and Saprolegniales. Belonging to the 
Peronosporales is the most notorious and best-studied oomycete, Phytophthora 
infestans, which as the cause of potato late blight was responsible for the Irish 
Famine. Phytophthora includes more than 60 other species that infect many crop, 
forest, and ornamental plants, such as P. sojae which causes soybean root rot, 
P. palmivora and P. megakarya which cause black pod of cacao, and P. parasitica
which affects both herbaceous and deciduous hosts (Erwin and Ribeiro 1996). 
Other important Peronosporales include Bremia, Hyaloperonospora, Peronospora, 
Plasmopora, Pseudoperonospora, and Sclerospora which cause downy mildew on 
crops and ornamentals; Albugo, which causes white rust on crucifers; and more 
than 100 species of Pythium which cause root and seed rots plus foliage diseases. 
Interestingly, Pythium also includes one vertebrate pathogen (Py. ultimum) and a 
parasite of fungi (Py. oligandrum). Within the Saprolegniales, significant damping-off 
pathogens belong to the genus Aphanomyces, which also includes animal patho-
gens. Phylogenies of these species suggest that pathogenic specialization on plant 
and animal hosts has evolved more than once (Fig. 16.2).
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16.1.2 Taxonomy

Oomycetes were once grouped with the fungi, due to their typical filamentous 
growth habits. However, oomycetes are more accurately placed in another branch of 
the eukaryotic tree along with diatoms and brown algae (kelps), forming the king-
dom Stramenopilia (Baldauf et al. 2000). Characteristics distinguishing oomycetes 
from true fungi include the use of the β-1,3 glucan mycolaminarin as the major stor-
age carbohydrate, a feature also observed in brown algae, diploidy in the vegetative 
stage, and the predominance in the cell wall of β-1,3-glucan polymers, not chitin.

Understanding the taxonomic placement of oomycetes is important since this impacts 
approaches for studying genes relevant to disease. For example, mutagenesis strategies 
used to identify genes in true fungi are difficult due to the diploidy of oomycetes. Moreover, 
although the disease cycles of many oomycetes resemble those of true fungi, the underlying 
mechanisms of pathogenesis may be genetically and biochemically distinct.

16.2 Life Cycles

Understanding the life and disease cycles of oomycetes provides a foundation for 
learning what factors may be important in their pathology. Most oomycetes display 
sexual and asexual cycles relevant to disease (Fig. 16.3). However, only some 
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species can be cultured apart from their hosts. Downy mildews and white rusts are 
obligate pathogens, while Aphanomyces, Phytophthora, Pythium and Saprolegnia
can be propagated on artificial media. Attempts to culture axenically the obligate 
pathogens, for example by adding plant hormones or extracts to media, have failed 
except for Sclerophthora macrospora, a species intermediate between the downy 
mildews and Phytophthora. However, attempts to infect plants using the cultured 
S. macrospora strains were unsuccessful (references in Michelmore et al. 1988).

16.2.1 Pathogenic Lifestyles

Oomycetes exhibit biotrophic, hemibiotrophic, or necrotrophic interactions with 
plants. At one end of the spectrum are downy mildews and white rusts, which main-
tain biotrophy throughout infection. In common with biotrophs in other taxa, these 
do not appear to produce toxins or large amounts of cell wall degrading enzymes, 
and sporulate from green tissue. Some penetrated plant cells may die, but usually 
as the result of secondary infections or host defense reactions. As these species are 
not only biotrophs but also obligate pathogens, perhaps defects accumulated in 
their metabolic pathways during coevolution with their hosts. The other extreme of 
pathogenic behavior is illustrated by Aphanomyces and most Pythium spp., which 
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Fig. 16.3 Idealized life cycle of a homothallic root-infecting oomycete. Other species are heter-
othallic, requiring the interaction of two mating types to form oospores
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are usually strong necrotrophs. These kill their hosts rapidly and then feed like 
saprophytes. Hemibiotrophs show intermediate behavior, first infecting living tis-
sue, but then shifting towards necrotrophy. This is the case for Phytophthora and 
some Pythium spp.. As will be discussed in Sect. 16.4.4.5, proteinaceous toxins that 
may explain the transition to necrotrophy have been identified in Phytophthora.

Some oomycetes colonize only a few plant species, while others are more cos-
mopolitan. Most downy mildews and some Phytophthora species infect a small 
number of hosts. Bremia lactucae, for example, causes downy mildew only on 
lettuce (Lactuca) species. In contrast, P. cinnamomi and Py. aphanidermatum each 
have hundreds of hosts. Specialization is also observed in the portion of plants colonized.
For example, of the two species causing downy mildew on lettuce, Plasmopara 
lactucae-radicis is exclusively a root pathogen while B. lactucae only colonizes 
foliage (Stanghellini and Gilbertson 1988). P. infestans colonizes foliage and tubers 
(which are modified stems) but not true roots, while P. cinnamomi is known mostly 
for root or crown rots. The determinants of host and tissue-specificity are largely 
unknown, but presumably reflect different complements of enzymes used to break 
down physical barriers, variation in effectors of plant metabolism, and developmental
stages suited for recognizing only certain plant structures.

16.2.2 Importance of Spores

Both sexual spores (oospores) and asexual spores (mostly sporangia or conidia) are 
central to the disease cycle, playing roles in dissemination, survival, and infection. 
Many studies of oomycete pathogenicity therefore analyze these stages, as described 
in Sect. 16.4. Generalizations spanning the breadth of oomycetes are challenging, 
but asexual spores are typically short-lived and responsible for starting most infec-
tions in a growing season. In contrast, oospores can usually survive between growing 
seasons to initiate disease each year. However, the relative importance of the sexual 
and asexual spores varies for each pathosystem. For example, the sexual cycle is 
assumed to be relatively unimportant in most temperate downy mildews, while in 
most graminaceous downy mildews the sexual cycle predominates with asexual 
sporulation undescribed for some species (Michelmore et al. 1988). In other downy 
mildews and homothallic Phytophthora, asexual and sexual sporulation can occur in 
parallel (Koch and Slusarenko 1990; Erwin and Ribeiro 1996).

16.2.2.1 Spore Formation

Asexual spores typically develop at the termini or side branches of sporangiophores 
(or conidiophores) that emerge from stomata or other plant openings. Sporulation 
of root pathogens generally occurs within air spaces between soil particles, which 
enables dissemination through rain or irrigation water. Spores from foliar lesions 
are spread by both wind and water.
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Oospores form within tissue colonized by homothallics, or in the case of heter-
othallics when lesions of opposite mating types merge; homothallic and heterothallic 
species are found within most oomycete orders. Mating hormones induce the 
differentiation of oogonia and antheridia, in which meiosis occurs. Male nuclei 
migrate into the oogonia, which matures into a oospore containing the zygote. In 
Phytophthora, Pythium, and most downy mildews these oospores remain dormant 
and viable in plant debris or soil for a decade or more, but in some species such as 
Plasmopara viticola survival through only one winter is more typical (Michelmore 
et al. 1988).

Several Phytophthora and Pythium spp. produce chlamydospores, which are 
globose and often thick-walled structures delimited from hyphae by septa (van der 
Plaats-Niterink 1981; Erwin and Ribeiro 1996). Some species produce asexual 
sporangia, chlamydospores, and oospores, and in such cases the relative survivabil-
ity of each can be compared. In P. cactorum, survival times of 14 days were 
reported for hyphae, 35 days for sporangia, >105 days for chlamydospores, and >1 
year for oospores (Malajczuk 1983).

16.2.2.2 Pathways of Spore Germination and Host Penetration

Asexual spores germinate through two distinct pathways (Hardham and Hyde 
1997). In Phytophthora, Albugo, some Pythium spp., and downy mildews this 
sometimes occurs through the extension from the sporangium or conidium of a 
germ tube (direct germination), which can then contact and penetrate a host. The 
second mode of germination (indirect germination) involves zoosporogenesis. This 
entails partitioning the multinucleate sporangial cytoplasm into several uninuclear 
and biflagellated zoospores, which can swim toward plants and then generate cysts 
from which infective germ tubes form. While many oomycetes are capable of both 
direct and indirect germination, many downy mildews such as most Bremia,
Peronospora, and Peronosclerospora spp. only exhibit direct germination.

The details of zoosporogenesis vary somewhat in different taxa. For example, 
zoospores of Phytophthora and downy mildews form in the sporangium prior to 
their release. In contrast, in Pythium the undivided cytoplasm moves out of the 
sporangium into a membrane vesicle, in which zoospores form and from which 
zoospores then escape. In all species the process is favored by cool conditions, 
while direct germination predominates at higher temperatures. Zoospores are 
potent infectious propagules since they can swim in search of a suitable host 
through surface or subterranean water. Chemotaxis helps guide zoospores to infec-
tion sites, as illustrated by the abilities of daidzein and genistein, isoflavones 
exuded from soybean roots, to attract P. sojae (Tyler 2002). The weak electric fields 
of plant roots may provide alternative homing information. For example, 
P. palmivora is attracted to anodic zones of roots, while Py. aphanidermatum
moves towards cathodic regions (van West et al. 2002).

Physical and chemical signals trigger zoospores to encyst. This entails the 
detachment of flagella, cell wall formation, and adhesion to the plant by means of 
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extruded mucilage. Intracellular phospholipid and Ca2+ signals regulate encystment, 
when triggered by certain amino acids, isoflavones, and pectin (Warburton and 
Deacon 1998; Latijnhouwers et al. 2002). The distribution of these compounds may 
explain why several species encyst preferentially at certain sites, as in the case of 
Pl. viticola which usually targets stomata (Kiefer et al. 2002). Cysts germinate 
through a single germ tube, which can produce an appressorium which uses 
mechanical pressure and cell wall degrading enzymes to penetrate epidermal cells 
of the plant (Hardham 2001). Alternatively, germ tubes may enter between the 
anticlinal walls of root epidermal cells or other openings. For example, P. infestans
commonly penetrates epidermal cells using appressoria, but its germ tubes can also 
enter through stomata, wounds, and lenticels. In contrast, Pl. viticola germ tubes do 
not penetrate host cells, instead entering the plant through stomata (Michelmore 
et al. 1988).

After penetration, most oomycetes proliferate by producing primarily intercel-
lular hyphae. If infection occurred through an appressorium this is typically pre-
ceded by the formation of vesicles within cells adjacent to the entry site. In 
biotrophic and hemibiotrophic interactions, varying numbers of haustoria extend 
into host cells, but these are not described for necrotrophs. Downy mildews such as 
Pl. viticola and the white rust A. candida typically produce many haustoria, while 
P. infestans produces a lesser amount (Hohl and Suter 1976; Woods and Gay 1983; 
Kiefer et al. 2002).

Chlamydospores and oospores germinate and infect plants through processes 
similar to those described above. Chlamydospores typically germinate in the 
presence of plant exudates to form hyphal-like germ tubes. These may directly 
enter plants or terminate in a sporangium capable of releasing zoospores (Hohl 
and Suter 1976). Oospores may also germinate to form an infective hyphae or a 
sporangium.

Most oomycete diseases are initiated by asexual sporangia, oospores, or chlamy-
dospores, but there are exceptions. For example, some necrotrophs such as Pythium
persist as saprophytic hyphae in soil, and some biotrophic downy mildews survive 
as mycelium in plant debris. When these contact seedlings or damaged plants, new 
infections can occur.

16.3 Tools for Molecular Analyses

This section focuses on several of the technologies and resources used to study 
oomycetes, especially related to identifying factors involved in spore biology 
and plant infection. Some classical methods are mentioned, but the emphasis 
will be on structural and functional genomic tools developed over the past 
decade. Most have been applied only to limited species, particularly 
Phytophthora, but have relevance to all oomycetes. Examples of their use to 
analyze genes and proteins relevant to oomycete pathogenesis will be described 
in Sect. 16.4.
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16.3.1 DNA-Mediated Transformation

Efficient transformation methods are critical for assigning function to cloned genes, 
useful for discovering new sequences through insertional mutagenesis or promoter 
trapping, and can aid microscopic studies of plant colonization by expressing 
reporter genes. Only in the 1990s was a reliable transformation method developed 
for an oomycete. Transformation came slowly to the oomycete field due to the 
small size of the research community and an absence of promoters suitable for 
expressing selectable markers.

Oomycete promoters were first isolated from the downy mildew B. lactucae as 
part of attempts to transform that species. Due to the evolutionary distance between 
oomycetes and other taxa, constructing vectors using transcriptional regulators 
from oomycetes was assumed important, although this was not confirmed until later 
studies in P. infestans (Judelson et al. 1992). Promoters from the ham34 and hsp70
genes were used successfully to transiently express the β-glucuronidase (GUS) 
reporter in B. lactucae. This was accomplished by bombarding conidia with DNA-
coated microprojectiles, which were inoculated onto lettuce cotyledons (Judelson 
and Michelmore, unpublished). Stably transformed lines were not obtained, likely 
due to complications associated with establishing an in planta selection for this 
obligate pathogen. However, the ham34 and hsp70-based expression cassettes have 
remained integral to all vectors used to transform other oomycetes.

The first reliable method for stable transformation involved P. infestans (Judelson 
et al. 1991). Plasmids expressing selectable markers driven by ham34 or hsp70
promoters were introduced into protoplasts using polyethylene glycol-CaCl

2
 treat-

ment. Selection was achieved using genes for resistance to geneticin, hygromycin, 
or streptomycin. Gene transfer is also possible using microprojectile bombardment, 
electroporation, or Agrobacterium, although the protoplast method is employed 
most often (Cvitanich and Judelson 2003; Vijn and Govers 2003; Latijnhouwers 
et al. 2004).

With P. infestans, a talented worker can generate hundreds of transformants per 
week. Lower rates are more typical but adequate for testing the function of genes. 
It is poorly understood which method for transformation is best for a given applica-
tion, such as overexpression or gene silencing, but the characteristics of DNA inte-
gration are known to vary. Agrobacterium transformation results in single-copy 
integrations, while the others usually insert multiple copies of transgenes into chro-
mosomes, typically in tandem arrays (Judelson 1993; Vijn and Govers 2003). 
Transgenes appear to be structurally stable, but many lose activity due to position 
effects (Judelson et al. 1993b).

Although most experiments have involved P. infestans, transformation has also 
been reported for several other pathogenic oomycetes. These include P. palmivora, 
P. nicotianae, P. sojae, and Py. aphanidermatum (Judelson et al. 1993a; van West 
et al. 1999b; Lin et al. 2002; Weiland 2003). Selection for geneticin or hygromycin-
resistance is usually preferred.

A gene disruption method is not yet demonstrated, due to infrequent homolo-
gous integration and the complication of dealing with a diploid where two genes 
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need to be mutated. Stable silencing based on homology-dependent methods has 
been demonstrated by several laboratories, using sense, antisense, or hairpin 
constructs. This was accomplished first for GUS (Judelson et al. 1993b), and then 
endogenous Phytophthora genes. Silencing has also been reported for P. infestans
genes encoding G-protein subunits, a Cdc14 mitotic regulator, a family of transcrip-
tional regulators in the NIF family, and a bZIP transcription factor, and in P. nicotianae
for the CBEL elicitor (Lin et al. 2002; Ah Fong and Judelson 2003; Latijnhouwers 
and Govers 2003; Latijnhouwers et al. 2004; Blanco and Judelson 2005; Judelson 
and Tani 2007). Silencing in these studies occurred in 3–75% of transformants, 
but failures to silence certain genes are also reported. Although the molecular basis 
of silencing is poorly understood, it appears to occur at the level of transcription 
based on studies of the inf1 elicitin (van West et al. 1999a) and the NIF transcriptional
regulator family (Judelson and Tani 2007). In the latter case, silencing was associated
with the establishment of a tighter configuration of chromatin, which spread 
slightly outwards from the targeted gene.

A transient silencing system has been reported by Whisson et al. (2005). They 
treated protoplasts of P. infestans with double-stranded RNA matching a target 
gene, and found that its mRNA was reduced in some regenerants. The onset of 
silencing was about 12 days after dsRNA treatment, slower than in analogous stud-
ies of plants and animals, and weakened after 17 days. However, this allowed time 
for colonies to form in which phenotypes could be assessed. Little is known of the 
molecular basis of transient silencing. For example, whether silencing involves 
small interfering RNA (siRNA) is unknown as is the extent of off-target effects.

Uses of transformation for gain-of-function assays are not widely described. In 
one of the few examples, a constitutively active G-protein α subunit was expressed 
in P. infestans, although this resulted in no obvious phenotypic change (Latijnhouwers 
et al. 2004). Another case involved expressing a gene encoding an elicitor from 
P. cryptogea in P. infestans, which altered its interaction with tobacco (Panabieres 
et al. 1998).

16.3.2 Heterologous Systems for Functional Studies

In some cases it is not necessary, or preferable, to use an oomycete transformation 
system for functional analyses. This may be the case when another species offers 
higher rates of transformation or useful genetically marked strains. For example, the 
ras-like gene Piypt of P. infestans was confirmed to participate in vesicle transport 
based on its ability to complement a mutant of S. cerevisiae (Chen and Roxby 1997). 
Similarly, the function of an ABC transporter from P. sojae in toxicant defense was 
tested using transporter mutants of S. cerevisisae (Connolly et al. 2005). Also using 
complementation in S. cerevisiae, the PiCdc14 phosphatase from 
P. infestans was confirmed to be a regulator of mitosis (Ah Fong and Judelson 2003).

Transient in planta expression systems have proved helpful in testing genes 
believed to influence host defenses. As described in Sect. 16.4, these assays were 
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instrumental in identifying several proteins that elicit defense responses in plants. 
These are currently only applicable to leaves, however. In agroinfiltration, a gene 
is placed in a T-DNA vector, and transformed into A. tumefaciens which is infil-
trated into plant tissue (Huitema et al. 2004). This allows expression of the gene 
in plant cells, which are checked for responses. Agroinfection involves inserting 
a gene within the Potato Virus X (PVX) genome, which is also expressed in 
plants using A. tumefaciens. Initially only a few cells are infected, but macro-
scopic zones of phenotypic response result from spread of the virus. Large numbers 
of virus-encoding A. tumefaciens can be stab-inoculated in parallel, making the 
assay useful for high-throughput testing of genes identified from oomycete 
genome projects.

16.3.3 Genomics Data

Sequencing projects have been recently completed, or are in progress, for several 
oomycete plant pathogens. These provide new opportunities for discovering genes 
relevant to disease, as will be shown in Sect. 16.4. Genomic resources are particu-
larly useful in analyses of the obligate pathogens, where the inability to manipulate 
the organism apart from the plant poses challenges to traditional approaches for 
identifying genes. Prior to the genome projects, only a handful of oomycete genes 
had been identified using conventional approaches such as heterologous 
 hybridization, immunoscreening, subtraction cloning, or differential display (for 
examples see Pieterse et al. 1994; Goernhardt et al. 2000; Fabritius et al. 2002).

16.3.3.1 Expressed Sequence Tags (ESTs)

The first oomycete genomics project generated 1000 ESTs from P. infestans
(Kamoun et al. 1999). EST sequencing was a good first option for oomycetes since 
their genomes are rich in repetitive sequences and relatively large, between 60 and 
240 Mb (Judelson and Randall 1998; Voglmayr and Greilhuber 1998). The P. infestans
EST data has been expanded to 94,121 ESTs, representing about 18,256 unigenes 
(Randall et al. 2005). Libraries from 20 distinct tissues were used to maximize 
sampling of the transcriptome, including mating cultures, infected plants, asexual 
sporangia, zoospores, germinated cysts, and hyphae from defined, rich, and starva-
tion media, and hyphae exposed to plant exudates. Bioinformatics distinguished 
plant from pathogen sequences in the case of the infection ESTs, which was aided 
by the fact that host transcripts are about 46% G+C while Phytophthora transcripts 
average 57%.

ESTs have also been obtained from other oomycetes. These include 28,913 
P. sojae ESTs representing 13,234 genes based on clones from zoospores, 
infected soybean, and hyphae grown on rich and nutrient-limited media, 755 
from germinated cysts or zoospores from P. nicotianae, 3568 from P. parasitica
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hyphae grown in defined media, and 1500 from hyphae and plant tissue infected 
with the sugarbeet pathogen, Aphanomyces cochlioides (Qutob et al. 2000; 
Shan et al. 2004b; Skalamera et al. 2004; Panabieres et al. 2005; Weiland and 
McGrath, unpublished).

16.3.3.2 Genome Sequence Data

Draft genome sequences based on seven- to ninefold coverage were generated for 
P. ramorum and P. sojae by the U. S. Department of Energy (http://genome.
jgi-psf.org), which is also sequencing P. capsici. For P. infestans, pilot projects 
achieved onefold coverage (Randall et al. 2005) and an eightfold draft has been 
completed by the Broad Institute of MIT and Harvard. A draft has also been 
completed for the H. parasitica genome by Washington University (St. Louis, 
USA) and the Sanger Institute (UK). P. capsici sequences have also been generated
by the JGI and initiatives to analyze other oomycetes are progressing. Future 
integration of the draft sequences of these species with genetic maps, finger-
printed BAC libraries, and analyses of synteny should prove useful in finishing 
and annotating the genomes.

For P. ramorum, the assembly data indicate a genome size of 65 Mb and gene 
prediction programs identified 15,743 genes. For P. sojae, a 95-Mb genome con-
taining 19,027 genes is predicted. The expressed content of the 237-Mb P. 
infestans genome appears to be about 18,500 genes, which is similar to an predic-
tion made earlier based on EST data (Randall et al. 2005). These values should 
be taken as estimates, as prediction methods are being refined, but the gene con-
tent of Phytophthora is clearly much higher than that of phytopathogenic true 
fungi. For example, the ascomyceteous rice blast agent Magnaporthe grisea is 
predicted to encode 11,109 genes (Dean et al. 2005). The larger number of genes 
in Phytophthora can be attributed to the expansion of gene families and the pres-
ence of oomycete-specific sequences, many of which may play roles in disease. 
For example, the genome contains a large superfamily of ABC transporters, 
which may participate in the efflux of phytoalexins. Large families also exist of 
factors that potentially induce plant necrosis, such as the elicitin and crinkler 
(CRN) proteins (Torto et al. 2003) which are discussed in more detail in Sect. 
16.4. Approximately 1500 Phytophthora genes lack significant similarity with 
non-oomycete sequences, of which many encode secreted proteins. Overall, the secre-
tomes of P. ramorum and P. sojae are predicted at 1256 and 1570 proteins, 
respectively (Jiang et al. 2005b). This is close in size to the 1258-protein secretome 
of M. grisea (Dean et al. 2005).

As more oomycete genomes are sequenced, comparative genomics should lead 
to a better understanding of their pathogenic lifestyles. Even between P. infestans, 
P. ramorum, and P. sojae, substantial differences are evident. When P. ramorum and 
P. sojae were compared, for example, the former appeared to have 624 unique 
genes and the latter 1755 (Tyler et al. 2006), and their analysis may reveal the basis 
of host-species specificity.
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16.3.4 Classical Genetics

In an era focused on genomics some might downplay traditional genetics, but this 
is still an important tool. For example, crosses are needed to determine the number 
of avirulence (AVR) loci, which interact with plant resistance loci as part of gene-
for-gene interactions. Classical genetics identified 12 dominant AVR loci in the 
interaction between P. infestans and potato, seven dominant loci influencing the 
association of P. sojae with soybean, and over 14 dominant loci plus modifier genes 
involved in the lettuce-Bremia lactucae interaction (Al-Kherb et al. 1995; Whisson 
et al. 1995; MacGregor et al. 2002; Sicard et al. 2003). Genetic maps are also a 
prerequisite for positional cloning which, as detailed in Sect. 16.4, has been used to 
clone AVR genes from several oomycetes. Many traits relevant to disease may be 
determined by multiple genes (quantitative trait loci, QTLs), which in the future 
may be mapped and cloned. In P. infestans, for example, QTLs determine patho-
genic specialization on potato or tomato (Legard et al. 1995).

16.3.4.1 Crossing Techniques

Oomycetes are not the easiest systems for genetic analysis, but methods are devel-
oped for several Phytophthora species, downy mildews, and Pythium (Shattock 
et al. 1986; Michelmore et al. 1988; Martin 1989). Crosses can often be performed 
in a matter of weeks by pairing isolates in culture media or in planta in the case of 
obligate pathogens, and then extracting and germinating oospores. Some species 
(or isolates within a species) may be recalcitrant to genetics, however. Germinating 
oospores is often a challenge, not all progeny may be viable, a fraction of offspring 
may be reduced in pathogenic aggressiveness, and linkage studies may be confused 
by distorted segregation. Such limitations do not mean that oomycetes are perma-
nently unsuited for genetics. Field isolates of M. grisea also showed low fertility, 
but a backcrossing program generated strains highly amenable to genetic analysis 
and helped the species develop into a model system (Valent and Chumley 1991).

Markers such as RAPDs, AFLPs, and isozymes play important roles in analyz-
ing crosses. For example, markers can distinguish hybrid from selfed offspring 
when mating heterothallics (Judelson et al. 1995); selfs develop since mating hor-
mones diffusing from the opposite mating type can stimulate an isolate to self 
(Ko 1988). Markers are also useful when outcrossing homothallics. As shown in 
P. sojae and Py. ultimum, growing mixed isolates results in oospores that are mostly 
selfs but occasionally hybrids. Once the latter are identified using markers, F

2
 populations

can be established (Francis and St Clair 1993; Whisson et al. 1994).
The ability to obtain selfed or out-crossed progeny is also a prerequisite for a 

potentially promising method for functional analysis in oomycetes named 
TILLING. This combines chemical mutagenesis with screens of pooled PCR 
products for mutations, resulting in the isolation of strains heterozygous for mis-
sense or nonsense alleles of the targeted genes. Crossing schemes can then gener-
ate strains homozygous for the mutation, which can be tested for function. First 
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developed for plants, this method has been recently adopted to Phytophthora
(Lamour et al. 2006).

16.3.4.2 Genetic Maps

Loci used for mapping have been limited to AVR and mating type genes, and DNA 
markers such as RAPDs, AFLPs, and RFLPs. Since oomycetes are diploid and do 
not produce pigments, auxotrophic or visible makers are rare. Linkage maps are 
developed for P. infestans, P. sojae, and B. lactucae, which contain 508, 386, and 
430 DNA markers, respectively, plus avirulence genes (May et al. 2002; Sicard 
et al. 2003; van der Lee et al. 2004). Genetic sizes are estimated at 1200 cM, 
2590 cM, and 835 cM, respectively, averaging 197, 35, and 70 kb per cM.

16.4 Molecular Insights into Pathogenicity

Two main strategies have been used to identify genes and proteins important for 
disease. One focuses on understanding developmental stages such as spores, which 
are needed for dispersal and which germinate to enable host penetration. The second 
concentrates on factors influencing interactions with plants, such as cell wall 
degrading enzymes and proteins which activate or disrupt host defenses. These two 
approaches may appear philosophically distinct, but are in fact complementary and 
overlapping. For example, a study of gene expression during spore germination 
should reveal proteins involved in making infection structures as well as effectors 
of plant physiology. Examples of both approaches are featured below.

16.4.1 Developmental Biology of Spores

Early studies described the physiology and cytology of these stages, with asexual 
sporulation and zoosporogenesis being examined in the most detail (Hardham 
2001; Hardham and Hyde 1997). Molecular approaches are now helping to under-
stand spores, the main infectious propagules of oomycetes, in more detail.

16.4.1.1 Differential Expression during the Spore Cycle

Many genes activated during the asexual spore cycle have been discovered, mostly 
through array studies in Phytophthora. The first large-scale study was performed in 
P. infestans, where 4 100-gene arrays were used to identify 60 and 71 genes induced 
>5-fold during sporulation and zoosporogenesis, respectively (Kim and Judelson 
2003; Tani et al. 2004). One-third were expressed only during those stages. More 
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recently, Affymetrix GeneChip studies of 15 645 P. infestans genes (about 75% of 
the transcriptome) compared expression in hyphae, sporulating hyphae, sporangia, 
zoospores, germinating zoospore cysts and appressoria. This expanded the number 
of genes known to be activated during the spore cycle to over 1600 (Judelson et al., 
2008). Since such a high fraction are induced, even small projects have discovered 
stage-specific genes, such as a study of 386 genes from germinated cysts and 
zoospores of P. nicotianae (Shan et al. 2004b; Skalamera et al. 2004).

The stage-specific genes appear to serve a range of metabolic, regulatory, and 
structural functions needed by oomycetes to colonize their hosts. For example, 
many genes induced during sporulation appear to play roles in zoospores. These 
include flagella-associated proteins such as centrin and dynein, phosphagen and 
adenylate kinases which may buffer or channel ATP during the energy-intensive 
swimming stage, a proline biosynthesis enzyme likely used to osmotically stabilize 
zoospores, and proteins stored in zoospore vacuoles as a carbon source (Judelson 
et al., unpublished; Marshall et al. 2001b; Ambikapathy et al. 2002; Kim and 
Judelson 2003; Randall et al. 2005). Others with potential roles in disease encode 
mucin-like proteins, which may confer protection against desiccation or enable 
adherence to plant surfaces. One mucin-like gene cloned using a subtraction 
method is specific to germinated cysts (Goernhardt et al. 2000), and others from the 
EST projects were found to be specific to zoospore, cyst, and appressorium stages. 
Many genes encoding potential effectors of plant structure or physiology were also 
within the datasets of induced genes. However, in most cases clues to their function 
remained unknown until subsequent bioinformatics studies, as described in Sects. 
16.4.3. and 16.4.4.

Changes during spore development and germination have been documented by 
several two-dimensional protein gel studies, including one that concluded that 1% 
of approximately 700 resolvable proteins were specific for the sporangial, zoospore, 
cycle and germinated cyst stages of P. palmivora (Kraemer et al. 1997; Shepherd 
et al. 2003). Another study compared the cyst, germinating cyst and appressorium 
stages of P. infestans and sequenced several of the detected stage-specific proteins. 
Matches were found in the P. infestans databases and GenBank for 13 proteins, which
were assigned roles in protein synthesis, amino acid metabolism, energy metabolism,
and reactive oxygen scavenging (Ebstrup et al. 2005).

Genes induced during oosporogenesis in P. infestans are also identified, using 
subtraction cloning and microarray studies of ESTs. A total of 97 genes induced 
over 10-fold during mating were identified, of which 46 were totally mating-spe-
cific (Fabritius et al. 2002; Fabritius and Judelson 2003; Prakob and Judelson, 
2007). A disproportionate number encode RNA-binding or metabolizing proteins, 
suggesting the importance of post-transcriptional regulation. Comparisons of gene 
expression during the germination of sexual and asexual spores have not yet been 
possible, due to difficulties in obtaining large amounts of synchronously germinat-
ing oospores.

One study examined several genes involved in amino acid biosynthesis, many of 
which appeared to be regulated during spore development, and tested whether RNA 
and protein levels were correlated (Grenville-Briggs et al. 2005). Good correspondences
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were observed. However, it is important to remember that this is not necessarily 
true for all stage-specific genes, as exceptions exist (Marshall et al. 2001a). Also, 
only in a few cases have the cellular roles of the genes been proved by gene silencing.
These are described below.

16.4.1.2 Cdc14 Protein Phosphatase

Silencing of this sporulation-specific gene in P. infestans blocked sporulation, 
thereby defining a pathway required for oomycetes to be successful pathogens 
(Ah Fong and Judelson 2003). Cdc14 in other species such as budding yeast are 
regulators of mitosis that are transcribed constitutively, in contrast to the situation 
in P. infestans (Stegmeier and Amon 2004). Complementation in cdc14ts budding 
yeast demonstrated that the P. infestans protein can regulate mitosis. In P. infestans,
the protein might regulate a specific aspect of nuclear behavior during early sporulation
or use its phosphatase activity to control other pathways.

16.4.1.3 G-Protein Signaling

Genes encoding α and β G-protein subunits, Pigpa1 and Pigpb1, are up-regulated 
during asexual sporulation in P. infestans (Laxalt et al. 2002; Kim and Judelson 
2003). Silencing studies confirmed that they play important roles in disease. 
Strains no longer expressing Pigpb1 fail to sporulate (Latijnhouwers and Govers 
2003), while strains silenced for Pigpa1 exhibit impaired zoospore swimming and 
chemotaxis, and are reduced in virulence (Latijnhouwers et al. 2004). Potential 
downstream targets of G-protein signaling were identified by cDNA-AFLP (Dong 
et al. 2005).

16.4.1.4 bZIP-Regulated Transcriptional Network

A network important for pathogenesis was identified by studying developmentally-
regulated protein kinases, which were of interest since kinase assays revealed 
significant changes in the spore cycle (Fig. 16.4). Stage-specific kinases with 
calcium, phospholipid, or cyclic-nucleotide regulatory domains, or no obvious 
regulatory domain, were identified (Kim and Judelson 2003; Tani et al. 2004) and 
substrates discovered by yeast two-hybrid. One zoosporogenesis-specific kinase, 
PiPkz1, bound a bZip transcription factor (PiBzp1) which when silenced resulted 
in a swimming defect (zoospores that perpetually turn) and an appressorium-minus
phenotype (Blanco and Judelson 2005). Virulence was therefore essentially 
eliminated, as plant infection could only occur through wounds. Candidates 
for genes regulated by PiBzp1 were identified using microarrays (Blanco and 
Judelson, unpublished).
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16.4.2 Genes Expressed in Colonized Plants

Genes expressed in planta have also been characterized for P. infestans on tomato, 
P. sojae on soybean, and H. parasitica on Arabidopsis using subtraction cloning, 
cDNA-AFLP, or array methods (Pieterse et al. 1994; Goernhardt et al. 2000; Beyer 
et al. 2001; Bittner-Eddy et al. 2003; Avrova et al. 2004; Moy et al. 2004; Wang 
et al. 2006; Chen X et al. 2007). Despite the challenge of accurately detecting 
oomycete transcripts in infected tissue, multiple genes of interest were identified. 
These included many potential effectors including the CRN, elicitin, CBEL, and 
cell-wall degrading proteins that are described in Sects. 16.4.3 and 16.4.4. Another 
common class of genes identified were transporters. These included transporters of 
amino acids, phosphate, and sucrose that may potentially act at the plant-oomycete 
interface, and ABC transporters possibly involved in the efflux of plant defense 
compounds.

16.4.3 Cell Wall Degrading Enzymes (CWDEs)

Genes for enzymes involved in degrading plant cell walls were discovered through 
studies focused directly on cloning the CWDE genes, analyses of genes expressed 
during spore germination or infection, and mining sequence databases. This identi-

Fig. 16.4 In-gel kinase assay 
of proteins from developmen-
tal stages of P. infestans using 
myelin basic protein as non-
specific substrate (Blanco and 
Judelson, unpublished). 
Proteins are from nonsporu-
lating hyphae (NS), sporulat-
ing hyphae (SH), purified 
sporangia (SO), sporangia 
placed at 4 °C to induce cyto-
plasmic cleavage (CS), motile 
zoospores (ZO), cysts (ZC), 
and germinating cysts (GC)
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fied extracellular cellulases, cutinases, pectate lyases, and polygalacturonases 
(Gotesson et al. 2002; Torto et al. 2002; Randall et al. 2005; Yan and Liou 2005). 
Many belong to large families, for example over 20 predicted pectate lyases were 
found in the P. ramorum database (Judelson 2007) and 19 polygalacturonases 
were cloned by traditional methods from P. cinnamomi (Gotesson et al. 2002; 
Torto et al. 2002). Polygalacturonases from P. infestans and P. parasitica were 
shown to be induced during cyst germination and exposure to plant cell walls, 
respectively (Yan and Liou 2005). This implies a role in infection; however gene 
silencing tests are not yet performed. This may be a challenge, however, since 
disrupting such genes in true fungi often have little effect on pathogenicity due to 
functional redundancy.

16.4.4 Effectors: Avirulence Factors, Elicitors, and Others

Many early studies of oomycete-plant interactions focused on molecules elicit-
ing host defenses in non-host and host plants. Several early studies emphasized 
nonprotein elicitors, such as fragments of cell walls released by host glucanases 
(Tyler 2002). Genomics data has now shifted the emphasis to proteins. Elicitors 
and avirulence proteins are often considered within a broader class termed 
“effectors,” which may have a range of effects (van Dijk et al. 1999). Once trans-
ported from pathogen to plant, effectors trigger or suppress plant defenses or 
modulate other aspects of plant physiology. Hundreds of such proteins have been 
identified from oomycetes through biochemical studies, positional cloning, and 
bioinformatic approaches. Most appear to target distinct sites in the plant 
apoplast or cytoplasm, although a few may imported into plant nuclei (Kanneganti 
et al. 2007).

16.4.4.1 PEP13 Transglutaminase

This 42-kDa protein was the first known proteinaceous elicitor from an oomycete, 
which was discovered and purified based on the ability of P. sojae to cause necrosis 
in a non-host, parsley, though binding to a 91-kDa receptor in the plant apoplast 
(Nurnberger et al 1995). Work in P. infestans showed that it belongs to a multigene 
family in which different members are expressed during hyphal growth, zoosporo-
genesis, or oosporogenesis (Fabritius and Judelson 2003). The proteins are trans-
glutaminases, which probably strengthen walls in each developmental stage 
(Brunner et al. 2002). Its sequence is distinct from transglutaminases in other 
kingdoms, and is oomycete-specific. A 13-aa fragment, Pep-13, is needed for both 
elicitor and transglutaminase activity. Pep-13 was one of the early examples from 
a phytopathogen of a “pathogen-associated molecular pattern” or PAMP (Nürnberger 
and Brunner 2002); however its role in Phytophthora fitness or pathogenicity is not 
yet proven.
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16.4.4.2 Elicitins

Conventional purification strategies also identified these proteins, which induce 
programmed cell death in a narrow range of plants such as Nicotiana and radish 
(Ponchet et al. 1999). They were first identified in Phytophthora and Pythium as 
small ( 100 aa) cysteine-rich secreted proteins. They may help define host range 
since P. infestans silenced for inf1 acquired the ability to partially colonize 
N. benthamiana (Kamoun et al. 1998). Molecular cloning and database mining 
showed that a diverse family of elicitin (ELI) and elicitin-like (ELL) proteins exist, 
with 48 and 57 members in P. ramorum and P. sojae, respectively (Jiang et al. 
2005a). Some are secreted and others membrane-bound. Their intrinsic biological 
targets are lipid-like molecules, since the major elicitin from P. cryptogea has sterol-
binding activity and ELI-4 of P. capsici is a phospholipase (Nespoulous et al. 1999; 
Osman et al. 2001). A role in assimilating sterols has been suggested, since oomycetes 
can not synthesize such compounds. However, P. infestans strains silenced for the 
major inf1 elicitin grow normally. Like the PEP-13 protein, elicitins are unique to 
oomycetes.

16.4.4.3 PcF-Like Proteins

This family of oomycete-specific apoplastic effectors was first identified by 
purifying from P. cactorum a secreted protein that induces necrosis in strawberry 
and tomato, producing symptoms similar to that of the authentic disease 
(Orsomando et al. 2001). Relatives can also be found in P. infestans, P. ramorum, 
and P. sojae (Fig. 16.5). All are cysteine-rich, a feature also seen in elicitins and 
avirulence genes from true fungi. In fact, searching sequence databases 
for small cysteine-rich proteins is a common way of identifying effectors. For 
example, this independently identified the P. infestans PcF-like proteins, 
SCR74 and SCR91 (Torto et al. 2003). While the functions of the P. infestans
proteins are unknown, SCR74 is a member of a 21-gene family, is upregulated 
during plant colonization, and has been subject to strong diversifying selection; 
these are all typical features of proteins involved in host-pathogen interactions 
(Liu et al. 2005).

16.4.4.4 CBEL Elicitor

This 34-kDa cell-wall protein was purified from P. nicotianae based on its elicita-
tion of necrosis in its normal host, tobacco (Sejalon-Delmas et al. 1997). Gene 
silencing indicated that it is required for attachment to cellulosic surfaces, probably 
through a PAN module which is associated with protein-protein or protein-
carbohydrate interactions. However, the silenced strains retained their ability to 
infect tobacco (Gaulin et al. 2002).
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16.4.4.5 Nep1-Like Proteins (NLPs)

This is one of the few necrosis-inducing effectors with homologues in other king-
doms. It was identified nearly simultaneously from three oomycetes and found to 
be related to the Nep1 necrosis-inducing protein of a Fusarium pathogen of cacao. 
The oomycete relatives were discovered by database mining in the case of 
P. infestans and P. sojae (Qutob et al. 2002; Randall et al. 2005) and by purifying 
toxins secreted by P. parasitica and Py. aphanidermatum (Veit et al. 2001; Fellbrich 
et al. 2002). Relatives are now known in many fungi and bacteria, causing cell 
death in at least twenty diverse species of dicots (Pemberton and Salmond 2004). 
Assays using the PVX system in N. benthamiana and particle bombardment in 
soybean showed that a NLP from P. sojae, a 237-aa cysteine-rich secreted protein 
called PsojNIP, induces necrosis (Qutob et al. 2002). PsojNIP expression starts late 
in infection, potentially explaining how the transition to necrotrophy occurs in this 
hemibiotroph. Analyses of the P. ramorum and P. sojae genomes detect 50 to 60 
relatives, although some may be pseudogenes.

16.4.4.6 Apoplastic Enzyme Inhibitors

Oomycetes secrete inhibitors that may hinder plant defense enzymes in the apoplast. 
These include two Kazal-like protease inhibitors (EPI1 and EPI10) and several 
cystatin-like inhibitors (EPIC1, EPIC2, EPIC3, and EPIC4) that were discovered 
using a bioinformatic search for secreted proteins from P. infestans (Song et al. 
2005; Tian et al. 2004, 2005). One EPIC2 protein appears to interact with an extra-
cellular protease from tomato that is closely related to Rcr3, a cysteine protease 

Fig. 16.5 PcF proteins from P. cactorum, P. sojae, P. infestans, and P. ramorum (top to bottom).
Shown are the closest relatives in each species, with shading representing regions of >50% con-
servation. Black boxes underneath the alignment indicate positions of conserved cysteines. These 
are presumably important in establishing a compact structure resistant to extracellular proteases, 
and are a feature of many other oomycete effectors including elicitins (Sect. 16.4.4.2) and the EPI 
proteins (Sect. 16.4.4.6)
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shown to function in resistance to fungi. EPI1 and EPI10 inhibit a subtilisin-like serine 
protease that tomato secretes as part of its defense response, and silencing of EPI1 
expression in P. infestans transformants is reported to affect virulence on tomato 
(Tian et al. 2007).

Phytophthora spp. also appear to have counter-defenses against plant endoglu-
canases. These plant enzymes are thought to impair the pathogen directly by weakening
its cell wall and indirectly by releasing 1,6-α-linked and 1,3-β-branched heptaglu-
cosides which activate phenylpropanoid defenses (Rose et al. 2002). First purified 
biochemically from P. sojae, the inhibitors are encoded by gene families in each 
Phytophthora spp. that appear to have coevolved with the matching host glucanases 
(Bishop et al. 2005).

16.4.4.7 Crinkler (CRN) Proteins

While the proteins listed above are thought to act in the plant apoplast, members of 
the CRN family of proteins appear to act in the cytoplasm (Torto et al. 2003). They 
were identified by searching P. infestans ESTs for sequences encoding signal pep-
tides, followed by functional testing in planta using agroinfection. Two related 
proteins, CRN1 and CRN2, were found to induce leaf crinkling and necrosis on 
N. benthamiana, tobacco, and tomato. At least 50 CRN-like proteins are found in 
each Phytophthora genome, ranging in size from 450 to 850 aa, and these show 
signs of strong diversifying selection. The proteins may be regulated by phosphorylation
(Ebstrup et al. 2005).

16.4.4.8 RXLR Effectors

Several oomycete proteins thought to act within the plant cytoplasm, including all 
known AVR gene products, share an N-terminal targeting domain comprised of a 
signal peptide followed by a motif with the consensus of RXLR-X

5–21
-ddEER

(Fig. 16.6). The latter resembles a host-targeting signal from the malaria parasite 
Plasmodium, where it mediates transport across the outer membrane of host blood 
cells (Lingelbach and Przyborski 2006). Presumably the RXLR motif enables the 
trafficking of secreted oomycete proteins into the plant. Deletion analyses indicate 
that once introduced into a plant cell, the RXLR region itself is not required for 
effector activity (Bos et al. 2006).

Two AVR genes are identified from H. parasitica. ATR1NdWsB determines aviru-
lence against A. thaliana ecotypes carrying the RPP1-Nd and RPP1-Wd resistance 
genes (Rehmany et al. 2005). The locus, positionally cloned using AFLP markers 
obtained by bulked segregant analysis, encodes a 311-aa inducer of cell death in 
resistant plants. Alleles in H. parasitica isolates are highly polymorphic, suggestive 
of pressure to evolve to virulence. ATR13 was discovered as a pathogen gene in a 
study of gene expression in infected A. thaliana (Bittner-Eddy et al. 2003), and its AVR 
function was suggested by cosegregation analysis (Allen et al. 2004). That its 187-aa 
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protein triggers RPP13-dependent defense reactions was confirmed by in planta 
expression. Like ATR1NdWsB and other effectors such as CRN and PcF, ATR13 exhibits 
high polymorphism with evidence of diversifying selection.

Two Phytophthora AVR genes are also identified. Avr1-b of P. sojae was iso-
lated by positional cloning, using the P. sojae genetic map and a large F

2
 mapping 

population (Shan et al. 2004a). The gene encodes a 138-aa protein that causes cell 
death when infiltrated into Rps1b soybean; it is assumed but not proved to enter 
plant cells, since Rps1b is cytoplasmic. A closely linked gene, Avr1b-2, regulates 
Avr1b-1 expression through an unknown mechanism. Also cloned is Avr3a from 
P. infestans, which was discovered using association genetics (Armstrong et al. 
2005). This entailed checking ESTs encoding small secreted proteins for polymor-
phisms associated with avirulence phenotypes of P. infestans isolates. The 147-aa 
Avr3a protein was shown to determine R3a-specific cell death using in planta
expression assays.

At least 100 other RXLR genes have been found in the genomes of P. infestans, 
P. ramorum, and P. sojae. Some, such as ipiO of P. infestans, had also been identi-
fied as in planta expressed genes using differential cloning methods (Pieterse et al. 
1994). While the avirulence functions of several of the oomycete proteins are dem-
onstrated, none are yet shown to confer an advantage to virulent isolates.

16.5 Conclusion

Genomics data is revealing a wealth of information about factors needed by oomyc-
etes to succeed as pathogens, including genes involved in forming the infectious 
propagules and influencing the physiology of their plant hosts. The application of 
transformation for functional analyses of such genes is now firmly established in 
Phytophthora, although improvements in transformation rates and gene silencing 
efficiency would be useful. The extension of such methods to obligate pathogens 
such as downy mildews remains an elusive goal. Doing so is important since 

Fig. 16.6 Typical RXLR effectors from Phytophthora. Indicated are the N-terminal portions of 
Avr3a and IpiO1 of P. infestans, ATR1NdWsB and Atr13 of H. parasitica, and Avr1b-1 from P. sojae,
with their signal peptide RXLR and ddEER blocks marked as defined by Rehmany et al. (2005)
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comparative studies of different oomycetes should be informative. Ultimately, this 
should lead to breakthroughs in understanding and controlling these important 
pathogens.

Acknowledgements The authors’ laboratory has been supported by the Department of Agriculture- 
CSREES and National Science Foundation of the United States, the University of California 
Discovery Grant program, and Syngenta Corporation.

References

Ah Fong A, Judelson HS (2003) Cell cycle regulator Cdc14 is expressed during sporulation but 
not hyphal growth in the fungus-like oomycete Phytophthora infestans. Mol Microbiol 
50:487–494

Al-Kherb SM, Fininsa C, Shattock RC, Shaw DS (1995) The inheritance of virulence of 
Phytophthora infestans to potato. Plant Pathol 44:552–562

Allen RL, Bittner-Eddy PD, Grenville-Briggs LJ, Meitz JC, Rehmany AP, Rose LE, Beynon JL 
(2004) Host-parasite coevolutionary conflict between Arabidopsis and downy mildew. Science 
306:1957–1960

Ambikapathy J, Marshall JS, Hocart CH, Hardham AR (2002) The role of proline in osmoregula-
tion in Phytophthora nicotianae. Fungal Genet Biol 35:287–299

Armstrong MR, Whisson SC, Pritchard L, Bos JI, Venter E, Avrova AO, Rehmany AP, Bohme U, 
Brooks K, Cherevach I, Hamlin N, White B, Fraser A, Lord A, Quail MA, Churcher C, Hall N, 
Berriman M, Huang S, Kamoun S, Beynon JL, Birch PR (2005) An ancestral oomycete locus 
contains late blight avirulence gene Avr3a, encoding a protein that is recognized in the host 
cytoplasm. Proc Natl Acad Sci USA 102:7766–7771

Avrova AO, Venter E, Birch PRJ, Whisson SC (2004) Profiling and quantifying differential gene 
transcription in Phytophthora infestans prior to and during the early stages of potato infection. 
Fungal Genet Biol 40:4–14

Baldauf SL, Roger AJ, Wenk-Siefert I, Doolittle WF (2000) A kingdom-level phylogeny of 
eukaryotes based on combined protein data. Science 290:972–977

Beyer K, Binder A, Boller T, Collinge M (2001) Identification of potato genes induced during 
colonization by Phytophthora infestans. Mol Plant Pathol 2:125–134

Bishop JG, Ripoll DR, Bashir S, Damasceno CM, Seeds JD, Rose JK (2005) Selection on Glycine
ß-1,3-endoglucanase genes differentially inhibited by a Phytophthora glucanase inhibitor pro-
tein. Genetics 169:1009–1019

Bittner-Eddy PD, Allen RL, Rehmany AP, Birch P, Beynon JL (2003) Use of suppression subtrac-
tive hybridization to identify downy mildew genes expressed during infection of Arabidopsis 
thaliana. Mol Plant Pathol 4:501–507

Blanco FA, Judelson HS (2005) A bZIP transcription factor from Phytophthora interacts with a 
protein kinase and is required for zoospore motility and plant infection. Mol Microbiol 
56:638–648

Bos JI, Kanneganti TD, Young C, Cakir C, Huitema E, Win J, Armstrong MR, Birch PR, Kamoun S 
(2006) The C-terminal half of Phytophthora infestans RXLR effector AVR3a is sufficient to 
trigger R3a-mediated hypersensitivity and suppress INF1-induced cell death in Nicotiana
benthamiana. Plant J 48:165–176

Brunner F, Rosahl S, Lee J, Rudd JJ, Geiler C, Kauppinen S, Rasmussen G, Scheel D, Nuernberger 
T (2002) Pep-13, a plant defense-inducing pathogen-associated pattern from Phytophthora
transglutaminases. EMBO J 21:6681–6688

Chen X, Shen G, Wang Y, Zheng X, Wang Y (2007) Identification of Phytophthora sojae genes 
upregulated during the early stage of soybean infection. FEMS Microbiol Lett 269:280–288



16 Molecular Strategies for Identifying Oomycete Pathogenicity 405

Chen Y, Roxby R (1997) Identification of a functional CT-element in the Phytophthora infestans 
piypt1 gene promoter. Gene 198:159–164

Connolly MS, Sakihama Y, Phuntumart V, Jiang Y, Warren F, Mourant L, Morris PF (2005) 
Heterologous expression of a pleiotropic drug resistance transporter from Phytophthora sojae
in yeast transporter mutants. Curr Genet 48:356–365

Cvitanich C, Judelson H (2003) Stable transformation of the oomycete, Phytophthora infestans,
using microprojectile bombardment. Curr Genet 42:228–235

Dean RA, Talbot NJ, Ebbole DJ, Farman ML, Mitchell TK, Orbach MJ, Thon M, Kulkarni R, Xu 
JR, Pan H, Read ND, Lee YH, Carbone I, Brown D, Oh YY, Donofrio N, Jeong JS, Soanes 
DM, Djonovic S, Kolomiets E, Rehmeyer C, Li W, Harding M, Kim S, Lebrun MH, Bohnert H, 
Coughlan S, Butler J, Calvo S, Ma LJ, Nicol R, Purcell S, Nusbaum C, Galagan JE, Birren BW 
(2005) The genome sequence of the rice blast fungus Magnaporthe grisea. Nature 
434:980–986

Dick MW (2001), Straminipilous fungi. Kluwer Academic Publishers, Dordrecht
Dong W, Latijnhouwers M, Jiang RHY, Meijer HJG, Govers F (2005) Downstream targets of the 

Phytophthora infestans G-alpha subunit PiGPA1 revealed by cDNA-AFLP. Mol Plant Pathol 
5:483–494

Ebstrup T, Saalbach G, Egsgaard H (2005) A proteomics study of in vitro cyst germination and 
appressoria formation in Phytophthora infestans. Proteomics 5:2839–2848

Erwin DC, Ribeiro OK (1996), Phytophthora diseases worldwide. APS Press, St Paul, MN
Fabritius AL, Judelson HS (2003) A mating-induced protein of Phytophthora infestans is a mem-

ber of a family of elicitors with divergent structures and stage-specific patterns of expression. 
Mol Plant-Microbe Intl 16:926–935

Fabritius AL, Cvitanich C, Judelson HS (2002) Stage-specific gene expression during sexual 
development in Phytophthora infestans. Mol Microbiol 45:1057–1066

Fellbrich G, Romanski A, Varet A, Blume B, Brunner F, Engelhardt S, Felix G, Kemmerling B, 
Krzymowska M, Nuernberger T (2002) NPP1, a Phytophthora-associated trigger of plant 
defense in parsley and Arabidopsis. Plant J 32:375–390

Francis DM, St Clair DA (1993) Outcrossing in the homothallic oomycete, Pythium ultimum,
detected with molecular markers. Curr Genet 24:100–106

Gaulin E, Jauneau A, Villalba F, Rickauer M, Esquerre-Tugaye MT, Bottin A (2002) The CBEL 
glycoprotein of Phytophthora parasitica var. nicotianae is involved in cell wall deposition and 
adhesion to cellulosic substrates. J Cell Sci 115:4565–4575

Goernhardt B, Rouhara I, Schmelzer E (2000) Cyst germination proteins of the potato pathogen 
Phytophthora infestans share homology with human mucins share homology with human 
mucins. Mol Plant-Microbe Interact 13:32–42

Gotesson A, Marshall JS, Jones DA, Hardham AR (2002) Characterization and evolutionary anal-
ysis of a large polygalacturonase gene family in the oomycete plant pathogen Phytophthora 
cinnamomi. Mol Plant-Microbe Interact 15:907–921

Grenville-Briggs LJ, Avrova AO, Bruce CR, Williams A, Whisson SC, Birch PR, van West P 
(2005) Elevated amino acid biosynthesis in Phytophthora infestans during appressorium for-
mation and potato infection. Fungal Genet Biol 42:244–256

Hardham AR (2001) The cell biology behind Phytophthora pathogenicity. Austral Plant Pathol 
30:91–98

Hardham AR, Hyde GJ (1997) Asexual sporulation in the oomycetes. Adv Bot Res 24:353–398
Hohl HR, Suter E (1976) Host-parasite interfaces in a resistant and a susceptible cultivar of Solanum 

tuberosum inoculated with Phytophthora infestans: leaf tissue. Can J Bot 54:1956–1970
Huitema E, Bos JI, Tian M, Win J, Waugh ME, Kamoun S (2004) Linking sequence to phenotype 

in Phytophthora-plant interactions. Trends Microbiol 12:193–200
Jiang RH, Tyler BM, Whisson SC, Hardham AR, Govers F (2005a) Ancient origin of elicitin gene 

clusters in Phytophthora genomes. Mol Biol Evol 23:338–351
Jiang RHY, Tyler B, Govers F (2005b) Comparative genomics and synteny studies revealing the 

reservoir of secreted proteins in Phytophthora. Phytophthora Molecular Genetics Workshop, 
unnumbered abstract



406 H.S. Judelson, A.M.V. Ah-Fong

Judelson HS (1993) Intermolecular ligation mediates efficient cotransformation in Phytophthora 
infestans. Mol Gen Genet 239:241–250

Judelson HS (2007) Genomics of the plant pathogenic oomycete Phytophthora: insights into biol-
ogy and evolution. Adv Genet 57:98–142

Judelson HS, Randall TA (1998) Families of repeated DNA in the oomycete Phytophthora 
infestans and their distribution within the genus. Genome 41:605–615

Judelson HS, Ah-Fong AMV, Aux G, Avrova AO, Bruce C, Cakir C, da Cunha L, Grenville-Briggs 
L, Latijnhouwers M, Ligterink W, Meijer HJG, Roberts S, Thurber CS, Whisson SC, Birch 
PRJ, Govers F, Kamoun S, van West P, Windass J (2008) Gene expression profiling during 
asexual development of the late blight pathogen Phytophthora infestans reveals a highly 
dynamic transcriptome. Mol Plant-Microbe Interact 21:433–447

Judelson HS, Tani S (2007) Transgene-induced silencing of the zoosporogenesis-specific PiNIFC 
gene cluster of Phytophthora infestans involves chromatin alterations. Eukaryot Cell 
6:1200–1209

Judelson HS, Tyler BM, Michelmore RW (1991) Transformation of the oomycete pathogen, 
Phytophthora infestans. Mol Plant-Microbe Inter 4:602–607

Judelson HS, Tyler BM, Michelmore RW (1992) Regulatory sequences for expressing genes in 
oomycete fungi. Mol Gen Genet 234:138–146

Judelson HS, Coffey MD, Arredondo FR, Tyler BM (1993a) Transformation of the oomycete 
pathogen Phytophthora megasperma f. sp. glycinea occurs by DNA integration into single or 
multiple chromosomes. Curr Genet 23:211–218

Judelson HS, Dudler R, Pieterse CMJ, Unkles SE, Michelmore RW (1993b) Expression and anti-
sense inhibition of transgenes in Phytophthora infestans is modulated by choice of promoter 
and position effects. Gene 133:63–69

Judelson HS, Spielman LJ, Shattock RC (1995) Genetic mapping and non-Mendelian segregation 
of mating type loci in the oomycete, Phytophthora infestans. Genetics 141:503–512

Kamoun S, van West P, Vleshouwers VGAA, De Groot KE, Govers F (1998) Resistance of 
Nicotiana benthamiana to Phytophthora infestans is mediated by the recognition of the elicitor 
protein INF1. Plant Cell 10:1413–1425

Kamoun S, Hraber P, Sobral B, Nuss D, Govers F (1999) Initial assessment of gene diversity for 
the oomycete pathogen Phytophthora infestans based on expressed sequences. Fungal Genet 
Biol 28:94–106

Kanneganti TD, Bai X, Tsai CW, Win J, Meulia T, Goodin M, Kamoun S, Hogenhout SA (2007) 
A functional genetic assay for nuclear trafficking in plants. Plant J 50:149–158

Kiefer B, Riemann M, Bueche C, Kassemeyer H-H, Nick P (2002) The host guides morphogenesis 
and stomatal targeting in the grapevine pathogen Plasmopara viticola. Planta 215:387–393

Kim KS, Judelson HS (2003) Sporangia-specific gene expression in the oomyceteous phytopatho-
gen Phytophthora infestans. Eukaryot Cell 2:1376–1385

Ko WH (1988) Hormonal heterothallism and homothallism in Phytophthora. Ann Rev Phytopathol 
26:57–73

Koch E, Slusarenko A (1990) Arabidopsis is susceptible to infection by a downy mildew fungus. 
Plant Cell 2:437–445

Kraemer R, Freytag S, Schmelzer E (1997) In vitro formation of infection structures of 
Phytophthora infestans in associated with synthesis of stage specific polypeptides. Eur J Plant 
Pathol 103:43–53

Lamour KH, Finley L, Hurtado-Gonzales O, Gobena D, Tierney M, Meijer HJ (2006) Targeted 
gene mutation in Phytophthora spp. Mol Plant Microbe Interact 19:1359–1367

Latijnhouwers M, Govers F (2003) A Phytophthora infestans G-Protein ß subunit is involved in 
sporangium formation. Euk Cell 2:971–977

Latijnhouwers M, Munnik T, Govers F (2002) Phospholipase D in Phytophthora infestans and its 
role in zoospore encystment. Mol Plant-Microbe Interact 15:939–946

Latijnhouwers M, Ligterink W, Vleeshouwers VGAA, van West P, Govers F (2004) A G-alpha 
subunit controls zoospore motility and virulence in the potato late blight pathogen Phytophthora 
infestans. Mol Microbiol 51:925–936



16 Molecular Strategies for Identifying Oomycete Pathogenicity 407

Laxalt AM, Latijnhouwers M, van Hulten M, Govers F (2002) Differential expression of G protein 
alpha and beta subunit genes during development of Phytophthora infestans. Fungal Genet 
Biol 36:137–146

Legard DE, Lee TY, Fry WE (1995) Pathogenic specialization in Phytophthora infestans:
Aggressiveness on tomato. Phytopathology 85:1355–1361

Lin E, Jauneau A, Villalba F, Rickauer M, Esquerre-Tugaye MT, Bottin A (2002) The CBEL 
glycoprotein of Phytophthora parasitica var. nicotianae is involved in cell wall deposition and 
adhesion to cellulosic substrates. J Cell Sci 115:4565–4575

Lingelbach K, Przyborski JM (2006) The long and winding road: protein trafficking mechanisms 
in the Plasmodium falciparum infected erythrocyte. Mol Biochem Parasitol 147:1–8

Liu Z, Bos JI, Armstrong M, Whisson SC, da Cunha L, Torto-Alalibo T, Win J, Avrova AO, Wright F, 
Birch PR, Kamoun S (2005) Patterns of diversifying selection in the phytotoxin-like scr74 
gene family of Phytophthora infestans. Mol Biol Evol 22:659–672

MacGregor T, Bhattacharyya M, Tyler B, Bhat R, Schmitthenner AF, Gijzen M (2002) Genetic 
and physical mapping of Avr1a in Phytophthora sojae. Genetics 160:949–959

Malajczuk N (1983) Microbial antagonism to Phytophthora. In: Erwin DC, Bartnicki-Garcia S, 
Tsao PH (eds) Phytophthora, its biology, taxonomy, ecology, and pathology. APS Press, 
pp 197–218

Marshall JS, Ashton AR, Govers F, Hardham AR (2001a) Isolation and characterization of four 
genes encoding pyruvate, phosphate dikinase in the oomycete plant pathogen Phytophthora 
cinnamomi. Curr Genet 40:73–81

Marshall JS, Wilkinson JM, Moore T, Hardham AR (2001b) Structure and expression of the genes 
encoding proteins resident in large peripheral vesicles of Phytophthora cinnamomi zoospores. 
Protoplasma 215:226–239

Martin FN (1989) Maternal inheritance of mitochondrial DNA in sexual crosses of Pythium syl-
vaticum. Curr Genet 16:373–374

May KJ, Whisson SC, Zwart RS, Searle IR, Irwin JA, Maclean DJ, Carroll BJ, Drenth A (2002) 
Inheritance and mapping of 11 avirulence genes in Phytophthora sojae. Fungal Genet Biol 
37:1–12

Michelmore RW, Ilott T, Hulbert SH, Farrara B (1988) The downy mildews. Adv Plant Pathol 
6:53–79

Moy P, Qutob D, Chapman BP, Atkinson I, Gijzen M (2004) Patterns of gene expression upon 
infection of soybean plants by Phytophthora sojae. Mol Plant-Microbe Interact 
17:1051–1062

Nespoulous C, Gaudemer O, Huet JC, Pernollet JC (1999) Characterization of elicitin-like 
phospholipases isolated from Phytophthora capsici culture filtrate. FEBS Lett 452:
400–406

Nürnberger T, Brunner F (2002) Innate immunity in plants and animals: emerging parallels 
between the recognition of general elicitors and pathogen-associated molecular patterns. Curr 
Opin Plant Biol 5:318–324

Nürnberger T, Nennstiel D, Hahlbrock K, Scheel D (1995) Covalent cross-linking of the 
Phytophthora megasperma oligopeptide elicitor to its receptor in parsley membranes. Proc 
Natl Acad Sci USA 92:2338–2342

Orsomando G, Lorenzi M, Raffaelli N, Dalla Rizza M, Mezzetti B, Ruggieri S (2001) Phytotoxic 
protein PcF, purification, characterization, and cDNA sequencing of a novel hydroxyproline-
containing factor secreted by the strawberry pathogen Phytophthora cactorum. J Biol Chem 
276:21578–21584

Osman H, Mikes V, Milat ML, Ponchet M, Marion D, Prange T, Maume BF, Vauthrin S, Blein JP 
(2001) Fatty acids bind to the fungal elicitor cryptogein and compete with sterols. FEBS Lett 
489:55–58

Panabieres F, Birch PR, Unkles SE, Ponchet M, Lacourt I, Venard P, Keller H, Allasia V, Ricci P, 
Duncan JM (1998) Heterologous expression of a basic elicitin from Phytophthora cryptogea
in Phytophthora infestans increases its ability to cause leaf necrosis in tobacco. Microbiology 
144:3343–3349



408 H.S. Judelson, A.M.V. Ah-Fong

Panabieres F, Amselem J, Galiana E, Le Berre J-Y (2005) Gene identification in the oomycete 
pathogen Phytophthora parasitica during in vitro vegetative growth through expressed 
sequence tags. Fung Genet Biol 42:611–623

Pemberton CL, Salmond GPC (2004) The Nep1-like proteins—a growing family of microbial 
elicitors of plant necrosis. Mol Plant Pathol 5:353–359

Pieterse CMJ, Derksen A-MCE, Folders J, Govers F (1994) Expression of the Phytophthora 
infestans ipiB and ipi0 genes in planta and in vitro. Mol Gen Genet 244:269–277

Ponchet M, Panabieres F, Milat ML, Mikes V, Montillet JL, Suty L, Triantaphylides C, Tirilly Y, 
Blein JP (1999) Are elicitins cryptograms in plant-oomycete communications? CMLS Cell 
Mol Life Sci 56:1020–1047

Prakob W, Judelson HS (2007) Gene expression during oosporogenesis in heterothallic and 
homothallic Phytophthora. Fungal Genet Biol 44:726–739 

Qutob D, Hraber PT, Sobral BWS, Gijzen M (2000) Comparative analysis of expressed sequences 
in Phytophthora sojae. Plant Physiol 123:243–253

Qutob D, Kamoun S, Gijzen M (2002) Expression of a Phytophthora sojae necrosis-inducing 
protein occurs during transition from biotrophy to necrotrophy. Plant J 32:361–373

Randall TA, Dwyer RA, Huitema E, Beyer K, Cvitanich C, Kelkar H, Ah Fong AMV, Gates K, 
Roberts S, Yatzkan E, Gaffney T, Law M, Testa A, Torto T, Zhang M, Zheng L, Mueller E, 
Windass J, Binder A, Birch PRJ, Gisi U, Govers F, Gow NAR, Mauch F, van West P, Waugh 
ME, Yu J, Boller T, Kamoun S, Lam ST, Judelson HS (2005) Large-scale gene discovery in the 
oomycete Phytophthora infestans reveals likely components of phytopathogenicity shared 
with true fungi. Mol Plant-Microbe Interact 18:229–243

Rehmany AP, Gordon A, Rose LE, Allen RL, Armstrong MR, Whisson SC, Kamoun S, Tyler BM, 
Birch PR, Beynon JL (2005) Differential recognition of highly divergent downy mildew avirulence 
gene alleles by RPP1 resistance genes from two Arabidopsis lines. Plant Cell 17:1839–1850

Rose JKC, Ham K-S, Darvill AG, Albersheim P (2002) Molecular cloning and characterization of 
glucanase inhibitor proteins: coevolution of a counterdefense mechanism by plant pathogens. 
Plant Cell 14:1329–1345

Sejalon-Delmas N, Villalba Mateos F, Bottin A, Rickauer M, Dargent R, Esquerre-Tugaye MT (1997) 
Purification, elicitor activity, and cell wall localization of a glycoprotein from Phytophthora para-
sitica var. nicotianae, a fungal pathogen of tobacco. Phytopathology 87:899–909

Shan W, Cao M, Leung D, Tyler BM (2004a) The Avr1b locus of Phytophthora sojae encodes an 
elicitor and a regulator required for avirulence on soybean plants carrying resistance gene 
Rps1b. Mol Plant Microbe Interact 17:394–403

Shan W, Marshall JS, Hardham Adrienne R (2004b) Gene expression in germinated cysts of 
Phytophthora nicotianae. Mol Plant Pathol 5:317–330

Shattock RC, Tooley PW, Fry WE (1986) Genetics of Phytophthora infestans: determination of 
recombination, segregation, and selling by isozyme analysis. Phytopathology 76:410–413

Shepherd SJ, van West P, Gow NAR (2003) Proteomic analysis of asexual development of 
Phytophthora palmivora. Mycol Res 107:395–400

Sicard D, Legg E, Brown S, Babu NK, Ochoa O, Sudarshana P, Michelmore RW (2003) A genetic 
map of the lettuce downy mildew pathogen, Bremia lactucae, constructed from molecular 
markers and avirulence genes. Fungal Genet Biol 39:16–30

Skalamera D, Wasson AP, Hardham AR (2004) Genes expressed in zoospores of Phytophthora 
nicotianae. Mol Genet Genom 270:549–557

Song J, Champouret N, Win J, Tian M, Kamoun S (2005) Genetic evidence for a role of 
Phytophthora infestans protease inhibitors in disease. The 23rd Fungal Genetics Conference, 
Abstract 348

Spencer DM (1981), The downy mildews. Academic Press, New York
Stanghellini ME, Gilbertson RL (1988) Plasmopara lactucae-radicis new species on roots of 

hydroponically grown lettuce. Mycotaxon 31:395–400
Stegmeier F, Amon A (2004) Closing mitosis: the functions of the Cdc14 phosphatase and its reg-

ulation. Annu Rev Genet 38:203–232



16 Molecular Strategies for Identifying Oomycete Pathogenicity 409

Tani S, Yatzkan E, Judelson HS (2004) Multiple pathways regulate the induction of genes during 
zoosporogenesis in Phytophthora infestans. Mol Plant-Microbe Inter 17:330–337

Tian M, Huitema E, da Cunha L, Torto-Alalibo T, Kamoun S (2004) A Kazal-like extracellular 
serine protease inhibitor from Phytophthora infestans targets the tomato pathogenesis-related 
protease P69B. J Biol Chem 279:26370–26377

Tian M, Benedetti B, Kamoun S (2005) A second Kazal-like protease inhibitor from Phytophthora 
infestans inhibits and interacts with the apoplastic pathogenesis-related protease P69B of 
tomato. Plant Physiol 138:1785–1793

Tian M, Win J, Song J, van der Hoorn R, van der Knaap E, Kamoun S (2007) A Phytophthora 
infestans cystatin-like protein targets a novel tomato papain-like apoplastic protease. Plant 
Physiol 143:364–377

Torto TA, Rauser L, Kamoun S (2002) The pipg1 gene of the oomycete Phytophthora infestans
encodes a fungal-like endopolygalacturonase. Curr Genet 40:385–390

Torto TA, Li S, Styer A, Huitema E, Testa A, Gow NA, van West P, Kamoun S (2003) EST mining 
and functional expression assays identify extracellular effector proteins from the plant patho-
gen Phytophthora. Genome Res 13:1675–1685

Tyler BM (2002) Molecular basis of recognition between Phytophthora pathogens and their hosts. 
Ann Rev Phytopathol 40:137–167

Tyler BM, Tripathy S, Zhang X, Dehal P, Jiang RH, Aerts A, Arredondo FD, Baxter L, Bensasson D, 
Beynon JL, Chapman J, Damasceno CM, Dorrance AE, Dou D, Dickerman AW, Dubchak IL, 
Garbelotto M, Gijzen M, Gordon SG, Govers F, Grunwald NJ, Huang W, Ivors KL, Jones RW, 
Kamoun S, Krampis K, Lamour KH, Lee MK, McDonald WH, Medina M, Meijer HJ, 
Nordberg EK, Maclean DJ, Ospina-Giraldo MD, Morris PF, Phuntumart V, Putnam NH, Rash S, 
Rose JK, Sakihama Y, Salamov AA, Savidor A, Scheuring CF, Smith BM, Sobral BW, Terry A, 
Torto-Alalibo TA, Win J, Xu Z, Zhang H, Grigoriev IV, Rokhsar DS, Boore JL (2006) 
Phytophthora genome sequences uncover evolutionary origins and mechanisms of pathogenesis.
Science 313:1261–1266

Valent B, Chumley FG (1991) Molecular genetic analysis of the rice blast fungus Magnaporthe 
grisea. Ann Rev Phytopathol 29:443–468

van der Lee T, Testa A, Robold A, van ‘t Klooster JW, Govers F (2004) High density genetic link-
age maps of Phytophthora infestans reveal trisomic progeny and chromosomal rearrange-
ments. Genetics 157:949–956

van der Plaats-Niterink AJ (1981) Monograph of the genus Pythium. Centraalbureau Voor 
Schimmelcultures, Bamm, The Netherlands

van Dijk K, Fouts DE, Rehm AH, Hill AR, Collmer A, Alfano JR (1999) The Avr (effector) pro-
teins HrmA (HopPsyA) and AvrPto are secreted in culture from Pseudomonas syringae patho-
vars via the Hrp (type III) protein secretion system in a temperature- and pH-sensitive manner. 
J Bacteriol 181:4790–4797

van West P, Kamoun S, van ‘t Klooster JW, Govers F (1999a) Internuclear gene silencing in 
Phytophthora infestans. Mol Cell 3:339–348

van West P, Reid B, Campbell TA, Sandrock RW, Fry WE, Kamoun S, Gow NAR (1999b) Green 
fluorescent protein (GFP) as a reporter gene for the plant pathogenic oomycete Phytophthora 
palmivora. FEMS Microbiol Lett 178:71–80

van West P, Morris BM, Reid B, Appiah AA, Osborne MC, Campbell TA, Shepherd SJ, Gow NAR 
(2002) Oomycete plant pathogens use electric fields to target roots. Mol Plant-Microbe 
Interact 15:790–798

Veit S, Worle JM, Nurnberger T, Koch W, Seitz HU (2001) A novel protein elicitor (PaNie) from 
Pythium aphanidermatum induces multiple defense responses in carrot, Arabidopsis, and 
tobacco. Plant Physiol 127:832–841

Vijn I, Govers F (2003) Agrobacterium tumefaciens mediated transformation of the oomycete 
plant pathogen Phytophthora infestans. Mol Plant Pathol 4:456–467

Voglmayr H, Greilhuber J (1998) Genome size determination in peronosporales (Oomycota) by 
Feulgen image analysis. Fung Genet Biol 25:181–195



410 H.S. Judelson, A.M.V. Ah-Fong

Wang Z, Wang Y, Chen X, Shen G, Zhang Z, Zheng X (2006) Differential screening reveals genes 
differentially expressed in low- and high-virulence near-isogenic Phytophthora sojae lines. 
Fungal Genet Biol 43:826–839

Warburton AJ, Deacon JW (1998) Transmembrane Ca2+ fluxes associated with zoospore encystment and 
cyst germination by the phytopathogen Phytophthora parasitica. Fungal Genet Biol 25:54–62

Weiland JJ (2003) Transformation of Pythium aphanidermatum to geneticin resistance. Curr 
Genet 42:344–352

Whisson SC, Drenth A, Maclean DJ, Irwin JA (1994) Evidence for outcrossing in Phytophthora 
sojae and linkage of a DNA marker to two avirulence genes. Curr Genet 27:77–82

Whisson SC, Drenth A, MacLean DJ, Irwin JAG (1995) Phytophthora sojae avirulence genes, 
RAPD, and RFLP markers used to construct a detailed genetic linkage map. Mol Plant-
Microbe Interact 8:988–995

Whisson SC, Avrova AO, van West P, Jones JT (2005) A method for double-stranded RNA-mediated 
transient gene silencing in Phytophthora infestans. Mol Plant Pathol 6:153–163

Woods AM, Gay JL (1983) Evidence for a neckband delimiting structural and physiological 
regions of the host plasma membrane associated with haustoria of Albugo candida. Physiol 
Plant Pathol 23:73–88

Yan HZ, Liou RF (2005) Cloning and analysis of pppg1, an inducible endopolygalacturonase gene 
from the oomycete plant pathogen Phytophthora parasitica. Fungal Genet Biol 42:339–350



Chapter 17
Molecular Methods for Studying Microbial 
Ecology in the Soil and Rhizosphere

Janice E. Thies

This work is dedicated to my brother, Eric, whose incredible 
talents are now lost to this world.

17.1 Introduction

As described throughout this book, soil and rhizosphere microorganisms are respon-
sible for a wide range of ecosystem services, including decomposing organic matter, 
cycling and immobilizing nutrients, aggregating soil, filtering and  bioremediating 
pollutants, suppressing and causing plant disease, and producing and releasing 
greenhouse gasses. A long-standing challenge for studies in soil and rhizosphere 
ecology has been developing effective methods that can be used to describe the 
diversity, function and abundance of soil and plant-associated microbial popula-
tions. Enormous advances have been made since the first report by Torsvik (1980) 
that deoxyribonucleic acids (DNA) could be extracted from soil and subsequently 
characterized and that there may be as many as 6000–10,000 different genomes in 
1 g of soil (Torsvik et al. 1990). A recent analysis based on reassociation kinetics 
done by Gans et al. (2005) suggests that this number is conservative and that the 
number of individual genomes per 1 g of soil may approach 277,000. This number 
far exceeds diversity estimates from any other matrix, making soil the most com-
plex and diverse environment on earth.

Characterizing this diversity is an intricate and difficult task, in which all current 
methods fall short. Each month better approaches are being developed and pub-
lished, allowing us to continue to explore this biologically rich environment. These 
new approaches have enabled us to not only ask who is living in soil, but to also 
determine how populations respond to management and consider how we might 
develop better soil management practices to encourage beneficial associations 
between plants and the soil biota and discourage detrimental ones.
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Measures that describe population diversity attempt to capture (i) the genetic 
variability within a species, (ii) the number (richness) and relative abundance 
(evenness) of species, and/or (iii) the number of different functional groups within 
studied communities (Torsvik and Ovreas 2002). Describing diversity at the eco-
system scale often involves (i) identifying the variety of processes occurring, 
(ii) characterizing the interactions taking place between different organisms and/or 
(iii) assessing the number of trophic levels represented within the community. A 
major difficulty with describing diversity for microorganisms is that the species 
concept, derived from plant and animal community ecology, does not translate well 
to microbial populations. As yet, there is no satisfactory species concept for bacte-
ria or fungi (Ward 1998; Liu and Stahl 2002), making it somewhat difficult to char-
acterize the diversity of these populations in ecologically meaningful ways. The 
advent of molecular ecology has not resolved, but rather complicated the picture as 
more has become known about the lateral transfer of genetic elements between 
bacteria in the environment (Smalla and Sobecky 2002).

Assessing microbial population function frequently involves measuring rates of 
different processes, such as organic matter decomposition, respiratory activity or 
denitrification; or detecting the presence of genes needed to carry out biochemical 
reactions of ecological relevance, such as nitrogen fixation (e.g., nifH), ammonia or 
methane oxidation (amoA or pmoA, respectively), or denitrification (narG, napA,
nirS, nirK, norB, norZ, nosZ). Molecular biological approaches have contributed 
substantially to our understanding of how microbial functions vary in relation to 
space, time and soil management practices (Handelsman and Smalla 2003). 
Processes that are unique to particular groups of organisms and are catalyzed by 
well-described enzyme systems and for which sequence information is known, 
such as those noted immediately above, have been particularly tractable to study 
with molecular methods. However, key ecosystem processes, such as depolymeri-
zation of organic matter, carbon (C) metabolism or sulfur (S) oxidation are so com-
mon across diverse lineages of bacteria and fungi (and other soil eukaryotes), and 
are carried out by such a diversity of enzyme systems, that molecular approaches 
may cloud, rather than clarify who or what the key system drivers may be.

Measuring abundance or population density normally involves (i) counting indi-
viduals within target groups, such as total bacteria, protozoa or nematodes using 
microscopy or culturing techniques; (ii) using molecular probes combined with 
microscopy to enumerate target groups of interest, e.g., the alpha-Proteobacteria or 
Planctomycetes, and/or (iii) measuring the concentration or content of general or 
unique biochemical markers, such as microbial biomass, adenosine triphosphate 
(ATP, the total energy charge of soil) or ergosterol (fungi). It is well known that 
traditional culturing methods detect only a small fraction of the extant microbial 
abundance and diversity in soil (Torsvik et al. 1990). Molecular techniques in 
which DNA is extracted from soil, then cloned and sequenced invariably reveal the 
presence of populations that are not recovered by traditional culturing (Liu and 
Stahl 2002). The rapidly expanding sequence databases, such as GeneBank (http://
www.ncbi.nlm.nih.gov/), the Ribosomal Database Project II (http://rdp.cme.msu.
edu/), EMBL-EBI (http://www.ebi.ac.uk/) and TIGR (http://www.tigr.org/tdb/) 
assist users in designing probes for use in detecting and quantifying specific popu-
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lations in environmental samples. However, these approaches require that definitive 
sequence information is available; hence, populations that may have significant 
ecological relevance may still be overlooked when using targeted molecular 
approaches for abundance estimates.

Despite increased access to soil biodiversity by use of molecular methods, com-
munity members detected by these approaches may not necessarily correspond to 
populations responsible for significant biogeochemical processes in situ, especially 
when these populations constitute only a small proportion of the total community. 
Likewise, knowing the taxonomic identity or phylogenetic affiliation of a cloned 
sequence does not necessarily mean that we will know the function of the organism in 
situ. Even if we can confirm the presence of an organism in a sample whose function 
is known, it does not necessarily mean that the organism is active. Recently developed 
RNA-based techniques (e.g., Aneja et al. 2004) and use of stable isotope labeling and 
tracing (Radajewski et al. 2003) have helped to address this latter point because they 
can be used to identify those members of a community that are most active under a 
given set of environmental conditions (see below for approaches and applications).

In studying soil and rhizosphere ecology, one must recognize that organisms 
residing in these environments are physiologically and phylogenetically diverse. 
A holistic understanding of microbial communities and their interactions with plant 
roots requires a polyphasic approach; one that employs culturing and activity meas-
ures combined with molecular approaches. Describing and discussing the variety of 
methods used for polyphasic analysis of rhizosphere communities is beyond the 
scope of this chapter. Here I focus on recent molecular methods that are being used 
to characterize soil and rhizosphere microbial community composition and, in 
some cases, identify the functions of select members of these communities.

The relationship between many of the techniques described and how each is 
used in microbial community studies is shown in Fig. 17.1. Amplifying and  analyzing
rRNA genes present in DNA extracted from soil samples forms the basis for many 
of these techniques. Figure 17.1 also includes references to traditional techniques 
used in soil microbiology and biochemistry and illustrates how the new molecular 
approaches support and augment the traditional approaches. A general introduction 
to soil and rhizosphere ecology is given in Thies and Grossman (2006). An intro-
duction to soil molecular ecology, nucleic acid structure and basic molecular meth-
ods is given in Thies (2007a). In this chapter, I describe more advanced analytical 
methods and how they are being used to better understand soil and rhizosphere 
microbial ecology.

17.2 Analyzing Nucleic Acids

Nucleic acid sequences define an organism’s typical morphology and what activities 
it can carry out (its genotype). The organism’s interaction with its environment and 
how the genotype is expressed define the organism’s phenotype. As more has become 
known about nucleic acid sequences, particularly the sequences of the rRNA genes, 
a new phylogeny of the living world has emerged (Woese 1987). This new phylogeny 
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aids in understanding the evolutionary history and relatedness of different organisms 
to each other (Woese 1987). The ability to predict function from known sequences 
and to place organisms within a phylogenetic framework make the nucleic acid com-
plement of cells particularly information rich targets for analysis.

A wide range of techniques are now available for analyzing nucleic acids. These 
techniques fall into three basic categories: (i) methods used to analyze nucleic acids 
in situ; (ii) those used to analyze extracted DNA/RNA directly; and (iii) those that 
employ polymerase chain reaction (PCR) to amplify, and subsequently analyze, 
target DNA sequences or RNA that has been reverse-transcribed to copy DNA 
(cDNA) (see Fig. 17.1). Applying these techniques to microbial community ecol-
ogy studies has enabled us to overcome the limitations inherent with traditional 
enrichment and isolation techniques, thereby allowing us to detect organisms yet to 
be cultivated and, in some cases, infer their ecological functions.

17.2.1 Extracting DNA and RNA

Most molecular approaches require that nucleic acids be extracted from the soil 
matrix before analysis. A variety of methods have been developed to extract nucleic 
acids from soils of varying texture and these have been summarized recently by 
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Bruns and Buckley (2002). Two main approaches are used: (i) cell fractionation and 
(ii) direct lysis. In cell fractionation, intact microbial cells are released and sepa-
rated from the soil matrix. After extraction, the cells are subsequently lysed and the 
DNA separated from the cell debris. In the direct lysis methods, microbial cells are 
lysed directly in the soil and then the nucleic acids are separated from the soil 
matrix. The main considerations when choosing a suitable protocol are extraction 
efficiency, obtaining a sample that is representative of the resident community, and 
obtaining an extract free of contaminants that could interfere with either PCR or 
probe hybridization.

Extraction efficiency of both cell fractionation and direct lysis procedures can be 
assessed by direct microscopy using vital stains, where extracted soil is examined 
for intact, viable microbial cells. Alternatively, soil samples may be spiked with a 
known quantity of DNA (or bacterial cells) and then the recovery of the added DNA 
assessed. In general, DNA recovery is generally much higher when using direct 
lysis as compared to cell fractionation protocols (Courtois et al. 2001).

DNA is normally extracted from very small quantities of soil, typically 
500–1000 mg. This alone makes obtaining a representative sample difficult. In 
addition, cell walls of different organisms lyse with varying efficiencies. Cell walls 
of high G+C Gram-positive bacteria are often difficult to lyse, whereas those of 
Gram-negative bacteria lyse more readily. Hence, DNA or rRNA recovered may 
contain an artificially greater amount of DNA derived from Gram-negative bacteria. 
In characterizing microbes colonizing bulk or rhizosphere soil, the rhizoplane and 
the endorhizosphere, care must be taken to attribute extracted nucleic acids to their 
associated habitat. For rhizosphere communities, soil adhering to roots can be 
removed by soaking the roots in buffer with moderate agitation. Roots are removed 
and nucleic acids extracted from the soil remaining. Roots are then subjected to 
several rounds of sonication to remove microbes colonizing the rhizoplane. Finally, 
enzymatic hydrolysis in an appropriate buffer can be used to enrich extracts for 
nucleic acids from endophytes (Jiao et al. 2006).

Contaminants, such as humic and fulvic acids, have a similar solubility to 
nucleic acids and hence are often co-extracted. These contaminants interfere with 
PCR amplification and hybridization experiments. Co-extracted contaminants can 
be reduced or removed by use of a post-PCR DNA clean-up kit, such as the 
QIAquick® PCR purification kit (Qiagen, Chatsworth, CA) or GENECLEAN Spin 
kit (Qbiogene, Inc., Carlsbad, CA); or by washing the nucleic acid extract with 
dilute EDTA or passing it through a Sephadex G-75 column (Bruns and Buckley 
2002). While improving PCR amplification, extra cleaning steps can also lead to a 
loss of nucleic acids and hence sparsely represented members of the community 
may be lost from subsequent analyses. In addition, all post-extraction clean-up 
procedures add cost and processing time, and thus reduce the number of samples 
that can be analyzed within the scope of any experiment.

Commercial soil DNA/RNA extraction kits based on direct lysis by bead-
 beating, such as the FastDNA® SPIN Kit for Soil and the FastRNA® Pro Soil-Direct 
Kit (Qbiogene, Inc., Carlsbad, CA) and the Ultraclean™ and PowerSoil™ DNA iso-
lation kits (MoBio Laboratories, Solana Beach, CA) have recently become 
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 available. The DNA/RNA extracted is of high molecular weight and of sufficient 
quality to be used in PCR or nucleic acid hybridization experiments for most soils. 
The PowerSoil™ DNA isolation kit (MoBio Laboratories) has been specifically 
recommended, by the manufacturer, for use with high organic matter samples.

For any given study, the type of molecule(s) that will be extracted, e.g., DNA, 
RNA, both types of nucleic acids and/or PLFAs, must be determined prior to 
molecular microbial analysis. DNA is extracted and analyzed most commonly 
because it is more stable and easier and less costly to extract from soil. Post-extrac-
tion analyses are straight-forward and information obtained reflects the whole com-
munity at the time of sampling. The key issue with DNA analysis is that it does not 
reflect the abundance of viable organisms or their level of activity. DNA that is free 
in soil is readily hydrolyzed by nucleases; however, it can be protected from 
hydrolysis when present in dead cells or protected within soil aggregates. Protected, 
free DNA is extracted along with that from moribund and active cells. RNA, on the 
other hand, is highly labile and more difficult to extract. Methods for extracting 
rRNA from soil are given in Felske et al. (1999) and Sessitsch et al. (2002) and 
methods for the simultaneous extraction of DNA and RNA are given in Griffiths et 
al. (2000) and Hurt et al. (2001). Commercial kits for extracting RNA from soil are 
also now available (Qbiogene, Inc.). Extracting mRNA is still fraught with diffi-
culty, but some success has been reported (Hurt et al. 2001; Sessitsch et al. 2002). 
Most post-extraction analyses require that RNA is first reverse-transcribed (RT) 
into cDNA and then the cDNA is used in downstream analyses. The advantage of 
extracting and analyzing RNA is that it is generally only present in high amounts 
in actively metabolizing cells. As substrate becomes limiting, cell processes slow 
down, along with rDNA transcription. Thus, rRNA analysis is more reflective of the 
portion of the soil microbial community that is either active at the time of sampling 
or has recently been active. When mRNA can be recovered, insights into genes that 
are being actively transcribed under a given set of environmental conditions can be 
obtained and, hence, is most desirable for studies of microbial community 
function.

17.2.2 Re-Association Kinetics

For assessing total diversity of microorganisms in an environmental sample, 
 re-association kinetics is considered the ‘gold standard’. Yet it is rarely performed 
in research laboratories because the equipment needed is very costly and sample 
processing times are high, thus it does not lend itself to high sample throughput. In 
addition, it does not provide any information on identity or function of any member 
of the microbial community.

For the analysis, DNA is denatured by either heating or use of a denaturant 
(e.g., urea). Under highly controlled conditions, the denaturant is removed or the 
temperature is lowered, and complementary DNA strands are allowed to re-
anneal. When genome complexity is low, the time it takes for all single DNA 
strands to find their complement is brief. As complexity increases, the time it takes 
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for  complementary strands to re-anneal increases. Experimentally, this is referred 
to as a C

o
t curve, where C

o
 is the initial molar concentration of nucleotides in sin-

gle-stranded DNA and t is time. This measure reflects both the total amount of 
information in the system (richness or number of unique genomes) and the distribu-
tion of that information (evenness or the relative abundance of each unique genome) 
(Liu and Stahl 2002), thus making it among the more robust methods for estimating 
extant diversity in a given sample.

The genetic complexity or genome size of several soil microbial communities 
was assessed using re-association kinetics by Torsvik et al. (1990, 1998). They 
estimated that the community genome size in undisturbed organic soils was equiva-
lent to 6,000–10,000 Escherichia coli genomes, while a heavy metal-polluted soil 
contained 350–1500 genome equivalents. Culturing yielded less than 40 genome 
equivalents. These data and studies employing epifluorescence microscopy to 
obtain direct cell counts, are what verify that culturing methods capture only the tip 
of the iceberg of the diversity within soil microbial communities. Gans et al. (2005) 
recently reported re-association kinetics data analyzed by an improved analytical 
approach, which yielded an estimate of the extant diversity contained in an undis-
turbed soil sample of 8.3 million distinct genomes in 30 g of soil, an order of mag-
nitude greater than that reported by Torsvik et al. (1990). In contrast, a heavy 
metal-polluted soil was estimated to contain only 7900 genome equivalents, 99.9% 
fewer than in the undisturbed soil.

17.2.3 Cloning, Sequencing and Metagenomics

DNA (or RNA) sequence information can be obtained from environmental samples 
in two main ways: (i) cloning DNA extracted from soil directly or (ii) cloning PCR-
amplified DNA (or reverse-transcribed RNA), followed in both cases by sequenc-
ing of the cloned DNA (or cDNA). In direct cloning, purified DNA extracted from 
soil is ligated into a vector, most frequently a self-replicating plasmid. The vector 
is then transformed into a competent host bacterium, such as commercially  available 
E. coli competent cells, where it is maintained and multiplied (Lane 1991). 
Recombinant DNA clone libraries are produced in this way. Once a clone library is 
obtained, DNA inserts contained in the clones can be re-isolated from the host cells, 
purified and sequenced. The clone library can also be screened for biological  activity 
expressed directly in E. coli or probed for sequences of interest using  various 
genomics applications. This approach circumvents the need to culture  microorganisms 
from environmental samples, although cloning itself is subject to its own inherent 
biases (Handelsman 2004).

Recently it became possible to clone large (100–300-kb) fragments of genomic 
DNA isolated directly from soil into bacterial artificial chromosome (BAC) vectors 
(Handelsman et al. 1998; Rondon et al. 2000). BAC vectors are low-copy number 
plasmids that can readily maintain large DNA inserts. When Rondon et al. (2000) 
analyzed their two BAC libraries, sequences homologous to the low-G+C Gram-
positive Acidobacterium, Cytophagales, and Proteobacteria were found. They also 
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identified clones that expressed amylase, nuclease, lipase, hemolytic and antibacte-
rial activities. This study heralded in the field of metagenomics, which is the 
genomic analysis of a population of microorganisms (Handelsman 2004). 
Metagenomic libraries are useful for phylogenetic studies, analyses of microbial 
function and as a tool for natural product discovery (Handelsman et al. 1998, 
Handelsman 2004, 2005). When Treusch et al. (2005) probed metagenomic librar-
ies derived from a range of environments, they discovered that uncultivated mem-
bers of the Crenarchaeota contained gene sequences homologous to the ammonia 
monooxygenase (amoA) gene in nitrifying bacteria. In a follow-on study, Leininger 
et al. (2006) examined 12 soils from different climatic zones from both agricultural 
and unmanaged systems and demonstrated that the number of Crenarchaeota amoA
sequences (AOA) was consistently higher than those from ammonia oxidizing 
Bacteria (AOB), with the ratio of AOA to AOB ranging from 1.5 to 232. These 
results suggest that the Crenarchaeota could be playing a more significant role in 
global N cycling than thought previously (Nicol and Schleper 2006). Metagenomic 
libraries are powerful tools for exploring soil microbial diversity and will form the 
basis for future genomic studies that link phylogenetic information with soil micro-
bial function (Handelsman 2004).

An alternative method for creating large clone libraries from soil sequences that 
allows subsequent profiling of microbial communities is called serial analysis of 
ribosomal sequence tags (SARST). In this approach, a region of the 16 S rRNA 
gene is amplified by PCR, such as the V1-region. Through a series of enzymatic 
and ligation (linking) steps, the various V1 region amplicons are joined together. 
The resulting concatemers are then purified, cloned, screened and sequenced. The 
sequences (RSTs) of the individual V1 amplicons are deduced by ignoring the 
 linking sequences and analyzing each sequence tag individually (Neufeld et al. 
2004). Neufeld and Mohn (2005) used SARST to analyze arctic tundra and boreal 
forest soils and found that overall diversity was higher in the arctic tundra soil. 
They suggested that the high carbon flux and low pH characteristic of the boreal 
forest soils might contribute to lower bacterial diversity or that the high diversity in 
the arctic soils may be influenced by allochthonous organisms coming in via air 
currents and being preserved by low temperature. Yet, the comparative diversity 
between the two systems did not change when singleton sequence tags were elimi-
nated from the analysis, suggesting that the arctic may serve as an unrecognized 
reservoir microbial diversity and biochemical potential.

Several other PCR-based community analysis methods described below, such as 
denaturing gradient gel electrophoresis (DGGE) and two-dimensional polyacry-
lamide gel electrophoresis (2D-PAGE) allow DNA fragments to be retrieved in a 
selective manner and these can then be cloned and sequenced using the methods 
described above.

Pyrosequencing is a very recent innovation that is making a big splash in the 
large-scale analysis of bacterial genomes (Margulies et al. 2005) and potentially 
soil metagenomes. Margulies et al. (2005) have developed an entirely new approach 
to DNA sequencing that employs fragmenting genomic DNA, ligating the frag-
ments to adapters and separating them into single strands. The single-stranded 
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fragments are then bound to beads, with one fragment per bead, and the beads cap-
tured in droplets of a “PCR-reaction-in-oil emulsion”. DNA amplification takes 
place inside each droplet, such that the bead contained in the droplet has attached 
to it 10 million copies of a unique DNA template. The emulsion is then dispersed, 
the DNA strands denatured and the beads carrying the single-stranded DNA copies 
placed into individual wells on a fiber-optic slide. Smaller beads that have the 
enzymes needed for pyrophosphate sequencing immobilized on them are then 
added to the wells. The prepared fiber-optic slide is placed into a chamber through 
which sequencing reagents flow. The base of the slide comes into optical contact 
with a second fiber-optic bundle that is fused to a charge-coupled device (CCD) 
sensor. Reagents are delivered cyclically to the chamber and flow into the wells of 
the fiber-optic slide. Simultaneous extension reactions occur on the template-
 carrying beads, such that each time a nucleotide is incorporated, inorganic pyro-
phosphate is released and photons are generated. Raw signals are captured, 
background subtracted, normalized and corrected. Post run analysis are used for 
base calling and sequence alignments. After an individual nucleotide is pulsed into 
the chamber, a wash containing apyrase is used to prevent nucleotides from remain-
ing in the wells before the next nucleotide is introduced. Using this approach, 
Margulies et al. (2005) shotgun sequenced and de novo assembled the genome of 
Mycoplasma genitalium (580,069 bases) with 96% coverage and 99.96% accuracy 
in a single 4-h run. The average read length in their study was 110 bases per frag-
ment. The method completely circumvents cloning of DNA fragments into bacte-
rial vectors and handling individual clones in any way. The implications of using 
this approach for exploring soil metagenomes are fantastic. The capacity for 
sequencing 25 million bases in one run means that bioinformatics approaches are 
now under pressure to manage the quantity of information that can potentially be 
generated in meaningful ways that will allow data mining on a massive scale.

Edwards et al. (2006) used pyrosequencing to explore microbial community 
genomics in a deep mine borehole and in water seeping from it. The borehole water 
and water emerging from the borehole was described as an anoxic “black” environ-
ment with a pH of 6.7 and a redox potential of −142 mV. The oxygenated seepage 
water a few cm from the borehole orifice was characterized as a “red” environment, 
with a pH of 4.37 and a redox potential of −8.0 mV. Through use of pyrosequencing 
combined with comparative metagenomics, systems analysis, statistics, chemical 
analyses and hydrogeology they were able to characterize the differences in the 
genetic composition of the two communities and derive what their metabolic 
capacities were in the two environments. Comparing sequences generated with 
those in the Ribosomal Database II, indicated that the “black” water was dominated 
by Actinomycetales (Brevibacterium and Corynebacterium) and the “red” water 
was dominated by members of the Chromatiales (Chromatiaceae, Thiobacillus and 
Halothiobacillus). The two communities, just centimeters distant from each other 
along the same seep, as well as their respective environments were fundamentally 
different. Additionally, the “red” sample had a much higher species richness than 
the “black” sample. Sequences from the two pyrosequencing libraries were com-
pared to the SEED database (http://theseed.uchicago.edu/FIG/index.cgi) of  microbial 
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genomes to identify groups of genes (subsystems) that were enriched in the two 
environments. Subsystems involved in iron uptake and use (siderophores and ABC 
transporters for ferrichrome) and denitrification were common in the “black”  sample,
whereas respiratory complexes and cytochrome-C oxidases were commonly found 
in the “red” sample. This study represents a large step toward linking phylogeny 
with function in two extreme environments.

17.2.4 Sequence Databases

DNA sequencing, annotating sequences and maintaining sequence databases are 
important activities for discovery of novel genetic properties, exploring phylogenetic 
affiliations, and in developing more specific primers and gene probes to address par-
ticular ecological questions. Gene sequences, once obtained, are submitted to and 
maintained within various databases such as GenBank or the Ribosomal Database 
Project II. GenBank and its collaborating databases, the European Molecular Biology 
Laboratory (EMBL) and the DNA databank of Japan (DDBJ) reached a milestone 
recently of containing 100 billion bases (100 gigabases) of sequence information 
from over 165,000 organisms, including bacteria, fungi, protozoa, nematodes and 
other fauna. The Ribosomal Database Project II, Release 9 (Cole et al. 2005), update 
50 (release 9.50) contains 368,406 aligned and annotated Bacterial small subunit 
(16 S) rRNA gene sequences (as of 5/2/07) with updated on-line analyses.

GenBank holds the data generated by over 400 whole genome shotgun (WGS) 
sequencing projects (http://www.ncbi.nlm.nih.gov/projects/WGS/WGSprojectlist.
cgi). The WGS database contains genomes from individual organisms (more than 
250 bacteria and 120 eukaryotes) and environmental metagenomes from over 30 
projects (NCBI News 2006/2007). The environmental genomics projects include a 
farm soil, acid mine drainage biofilm and the symbionts of an ocean sediment-dwell-
ing annelid that has no digestive tract and a reduced excretory system and thus relies 
on the symbionts to provide its nutritional and excretory needs. As more becomes 
known about the genetic subsystems dominant in these metagenomes, large leaps 
will begin to be made in our understanding of the functional significance of different 
community signatures in different environments – including the rhizosphere.

17.3 Phospholipid Fatty Acids (PLFA)

Phospholipid fatty acid (PLFA) analysis is an alternative technique for studying the 
soil microbial community without culturing. It is a non-selective method, where 
phospholipid fatty acid composition of the soil is analyzed by gas chromatography 
(GC) (Tunlid and White 1992). PLFAs are the basic components of cell membranes 
and are decomposed rapidly in soil when cells die. Consequently, extracting phos-
pholipids from soil samples provides information about living members present in 
microbial communities (Fritze et al. 1998; Frostegard et al. 1993).
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The entire PLFA profile can be used as a fingerprint of the whole soil community. 
Since phospholipid-linked branched fatty acids are characteristic of bacterial origin, 
lipids can be used to indicate specific subgroups within the community and physio-
logical status of those populations (Roslev et al. 1998). For example, sulfate reducers, 
methane-oxidizing bacteria, mycorrhizal fungi and actinomycetes have unique lipid 
signatures. Also, environmental changes can induce changes in certain PLFA compo-
nents, such as the ratio of saturated to unsaturated fatty acids, ratio of trans- to cis-
monoenoic unsaturated fatty acids and the proportion of cyclopropyl fatty acids. Such 
changes herald changes in the microbial community. In addition PLFA profiles may 
contain information concerning the dynamics of larger groups of organisms such as 
eukaryotes. However, common fatty acids, e.g., polyenoic fatty acids found in 
eukaryotes, are less able to distinguish between groups when compared to the number 
of fatty acids found almost exclusively in bacteria (Tunlid and White 1992).

17.4 Whole Soil Molecular Approaches

17.4.1 Stable Isotope Probing

Nucleic acid methods have recently been coupled with stable isotope labeling and 
detection to provide a culture-independent means of linking the identity of bacteria 
with their function in the environment (Manefield et al. 2002a,b; McDonald et al. 
2005; Dumont and Murrell 2005). Soil is either incubated after adding a 13C-labeled 
substrate or a plant is labeled with 13C-CO

2
 and rhizosphere soil sampled after labeling. 

Soil DNA or RNA is then extracted and centrifuged in a density gradient to separate 
13C-labeled nucleic acids from those containing 12C. Once separated, labeled DNA can 
be amplified using PCR and universal primers to Bacteria, Archaea or Eucarya. 
Analysis of the PCR products, through cloning and  sequencing for example, allows the 
microbes that have assimilated the labeled substrate to be identified (Manefield et al. 
2002a; Wellington et al. 2003; Griffiths et al. 2004; Leake et al. 2006).

PFLA-SIP has also been used successfully to analyze active soil communities 
(Treonis et al. 2004; Lu et al. 2007). Lu et al. (2007) labeled rice plants in 
 mesocosms by incubating them with 13C-CO

2
. After 49 pulses of 13CO

2
 over 7 days, 

PLFAs were extracted from soils taken from different regions of the rhizosphere. 
By this approach they were able to establish that Gram-negative bacteria and 
eukaryotes were most active in incorporating 13C-labeled root exudates, whereas 
Gram-positive bacteria dominated in the bulk soil. Microbial community changes 
in relation to root depth were also readily observed.

Rangel-Castro et al. (2005) used 13C-CO
2
 pulse-labeling, followed by RNA-SIP, 

to study the effect of liming on the structure of the rhizosphere microbial commu-
nity metabolizing root exudates in a grassland. Their results indicated that limed 
soils contained a microbial community that was more complex and more active in 
using 13C-labeled compounds in root exudates than were those in unlimed soils.
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SIP-based approaches do hold great potential for linking microbial identity with 
function, but at present a high degree of labelling is necessary to be able to separate 
labeled from unlabeled marker molecules. This need for high substrate concentra-
tions may bias community responses. Alternatively, use of long incubation times to 
ensure that sufficient label is incorporated increases the risk of having cross-feeding 
of 13C from the primary consumers to the rest of the community, complicating data 
interpretation. Another complicating factor is identifying enriched nucleic acids 
within the density gradient. The point at which a given nucleic acid molecule is 
retrieved from the caesium chloride gradient is a function of both the incorporation 
of the heavy isotope and the overall G+C content of the nucleic acids. Thus, a 
means to attribute band position in the gradient to either incorporated label or high 
G+C content must be devised.

17.4.2 Fluorescence In Situ Hybridization (FISH)

Nucleic acid hybridization involves binding a discrete fragment (a probe) of DNA 
or RNA to a target sequence. The probe is generally labeled with a radioisotope or 
fluorescent molecule and the target sequence is bound to a nylon membrane. 
A positive hybridization signal is obtained when complementary base pairing occurs 
between the probe and the target sequence. This signal is visualized by exposing 
the membrane to auto-radiographic film after removing any unbound probe or 
viewing by fluorescence microscopy with an appropriate filter. The type of probe 
used and how the probe is labeled determine the range of applications. For example, 
oligonucleotide probes (up to 30 nucleotides long) may be used under very  stringent 
conditions that resolve single base-pair mismatches but these will have limited 
 sensitivity due to the constraint on the number of labels that may be attached to the 
probe. In contrast, larger DNA fragments may be labeled to high specific activity 
but it is difficult to control hybridization conditions sufficiently to guarantee 100% 
stringency. Both the ARB (http://www.arb-home.de/) and RDPII (http://rdp.cme.
msu.edu/) websites have probe design features. Information about probes that have 
already been designed for specific purposes can be found at (http://www.microbial-
ecology.net/probebase/).

Techniques based on nucleic acid colony hybridization (colony blotting) are use-
ful for rapidly screening bacterial isolates to establish identity or uniqueness, for 
example, identifying specific rhizobia strains occupying root nodules or screening 
libraries containing DNA clones obtained from a soil community. Nucleic acid 
probes can also be used to detect specific phylogenetic groups of bacteria in appro-
priately prepared soil samples. In the latter application, a specific probe is fluores-
cently labeled and hybridized to target sequences contained within microbial cells 
in situ using the fluorescence in situ hybridization (FISH) technique. These proto-
cols have been described extensively in reviews by Amann et al. (1995), Amann 
and Ludwig (2000) and more recently by Zwirglmaier (2005).

In the FISH technique, an oligonucleotide probe is conjugated with a fluores-
cent molecule (or fluorochrome). The probe is designed to bind to  complementary 
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sequences in the 16 S rRNA subunit of the ribosomes within bacterial cells. 
Because metabolically active cells contain a large number of ribosomes, the con-
centration of fluorescently labeled probe is relatively high inside these cells 
 causing them to fluoresce under UV light. The final result is high binding specifi-
city and typically low background fluorescence. Early techniques suffered from 
low signal intensity, however, two new methods, tyramide signal amplification 
and multiply-labeled polynucleotide probes, increase the signal intensity and 
allow FISH approaches to be used for a wider range of ecological settings and 
questions (Zwirglmaier 2005). For simultaneous counting of sub-populations in a 
given sample, probes can be designed that bind to specific sequences of rRNA 
that are found only in a particular group of organisms (i.e., Archaea, Bacteria, or 
sub-divisions these domains) and used in conjunction with each other. FISH can 
also be combined with microautoradiography to determine specific substrate 
uptake profiles for individual cells within complex microbial communities in a 
method called STARFISH, substrate-tracking autoradiographic fluorescence in 
situ hybridization (Ouverney and Fuhrman 1999; Lee et al. 1999). Because these 
methods label mainly metabolically active cells, the samples can be labeled 
simultaneously with dyes that bind to nucleic acids, such as 4,6-diamidine-2-
 phenylindole, dihydrochloride (DAPI), to facilitate a total cell count using fluo-
rescence microscopy (Li et al. 2004). FISH is particularly useful when used in 
conjunction with confocal laser scanning microscopy (CLSM, see below) as it 
allows the relative position of diverse populations to be visualized in three dimen-
sions, even within complex communities such as biofilms and the surfaces of soil 
aggregates (Binnerup et al. 2001). The ability to visualize and identify organisms 
on a microscale in their natural environment is the key advantage of FISH. Such 
techniques have great potential for studying microbial interactions with plants 
and the ecology of target microbial populations in soil, however, the binding of 
fluorescent dyes to organic matter resulting in non-specific fluorescence is a com-
mon problem in soils with high organic matter contents, such as peats, or other 
particles with high surface charge, such as black carbon. Image analysis software 
is readily available and may be ‘trained’ to detect only those aspects of an image 
that meet specified criteria.

Confocal laser scanning microscopy (CLSM), combined with in situ hybridi-
zation techniques, has been applied with considerable success to visualize the 
structure of soil microbial communities (Bloemberg et al. 2000). CLSM works 
by first capturing an image that is composed only of emitted fluorescence sig-
nals from a single plane of focus. This is done using a pinhole aperture, which 
eliminates any signal that may be coming from portions of the field that are out 
of focus. A series of these optical sections is scanned at specific depths and 
then each section is ‘stacked’ using imaging software, giving rise to either a 
two-dimensional image that includes all planes of focus in the specimen, or a 
computer generated three-dimensional image. This approach gives us unprece-
dented resolution in viewing environmental specimens, allowing us to better 
differentiate organisms from  particulate matter as well as providing insight into 
the three dimensional spatial relationships of microbial communities within 
their environment.
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17.4.3  Green Fluorescent Protein (GFP) and Other Marker 
Gene Technologies

Introduced marker genes, such as luxAB (luminescence), lacZ (β galactosidase) 
and xylE (catechol 2,3-dioxygenase) are used frequently in soil microbial ecology 
studies. One marker gene that has attracted a lot of attention in rhizosphere studies 
is gfp, which encodes the green fluorescent protein (GFP). Green fluorescent pro-
tein is a unique bioluminescent genetic marker that can be used to identify, track, 
and count specific organisms into which the gene has been cloned that have been 
reintroduced into the environment (Chalfie et al. 1994). The gfp gene was discov-
ered in and is derived from the bioluminescent jelly fish, Aequorea victoria
(Prasher et al. 1992). Once cloned into the organism of interest, GFP methods 
require no exogenous substrates, complex media or expensive equipment to monitor 
and, hence, are favored over many fluorescence methods for environmental applica-
tions (Errampalli et al. 1999). GFP-marked cells can be identified using a standard 
fluorescence microscope fitted with excitation and emission filters of the appropriate
wavelengths. One reason for such keen interest in GFP is that there is no back-
ground GFP activity in plants or the bacteria and fungi that interact with them, 
thereby making gfp an excellent target gene that can be introduced into selected 
bacterial or fungal strains and used to study plant-microbe interactions (Errampalli 
et al. 1999). Basically, gfp is transformed into either the chromosome or a plasmid 
in a bacterial strain, where it is subsequently replicated. Various gene constructs 
have been made that differ in the type of promoter or terminator used and some 
contain repressor genes such as lacI for control of gfp expression. Once key popula-
tions in a sample are known and isolates obtained, they can be subsequently marked 
with gfp or other genes producing detectable products in order to track them and 
assess their functions and interactions in soil and the rhizosphere. In addition to 
GFP, red-shifted and yellow-shifted variants have been described. Development of 
gfp mutants with a series of different excitation and emission wavelengths makes it 
possible to identify multiple bacterial populations simultaneously (e.g., Bloemberg 
et al. 2000). The gfp gene has been introduced into Sinorhizobium meliloti,
Pseudomonas putida and Pseudomonas sp., among other common soil bacteria 
and used widely in soil ecology studies. Marked strains can be visualized in infec-
tion threads, root nodules, colonized roots and even inside digestive vacuoles of 
protozoa. If the gfp gene is cloned along with specific promoters, such as melA
(α  galactosidase) (Bringhurst et al. 2001) or gusA (β glucuronidase) (Xi et al. 
1999), then the transformed bacteria can be used as biosensors to report back to the 
observer if the inducers, in these cases galactosides or glucuronides, respectively, 
are present and at what relative concentration in the surrounding environment.

Marker gene approaches are restricted to use in organisms that can be cultured. 
While considerable information can be gained about how marked microbes interact 
with soil colloids and other soil organisms; and can be used as biosensors for 
detecting environmental concentrations of various compounds, they do not yield 
information about the vast, unknown majority of soil microbes for which cultured 
representatives have yet to be obtained.
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17.4.4 Microarrays

Microarrays represents an exciting new development in microbial community analy-
sis. Nucleic acid hybridization is the principle on which the technique is based. The 
main difference between past protocols and microarrays is that the oligonucleotide 
probes, rather than the extracted DNA or RNA targets, are immobilized on a solid 
surface in a miniaturized matrix. Thus, thousands of probes can be tested for hybridi-
zation with sample DNA or RNA simultaneously. In contrast to other hybridization 
techniques, the sample nucleic acids to be probed are fluorescently-labeled, rather 
than the probes themselves. After the labeled sample nucleic acids are hybridized to 
the probes contained on the microarray, positive signals are detected by use of CSLM 
or other laser microarray scanning device. A fully- developed DNA microarray could 
include a set of probes encompassing virtually all known natural microbial groupings 
and thereby serve to simultaneously monitor the population structure at multiple lev-
els of resolution (see Guschin et al. 1997; Ekins and Chu 1999; Wu et al. 2001; Zhou 
and Thompson 2002; Zhou 2003). Such an array would potentially allow for an enor-
mous increase in sample throughput. A major drawback of microarrays for use in soil 
ecology studies currently is their need for a high copy number of target DNA/RNA 
to obtain a signal that is detectable with current technologies. Targets in concentra-
tions less than 103–104 are difficult to detect using this approach. Non-specific bind-
ing of target nucleic acids to the probes is also a serious issue that needs to be 
overcome (Zhou and Thompson 2002).

There are three basic types of arrays used in soil ecology: (i) community genome 
arrays (CGA), used to compare the genomes of specific groups of organisms; 
(ii) functional gene arrays (FGA), used to detect the presence of genes of known function 
in microbial populations in prepared soil samples and more recently used to detect 
gene expression; and (iii) phylogenetic oligonucleotide arrays (POA), used to charac-
terize the relative diversity of organisms in a sample through use of rRNA sequence-
based probes. The details of microarray construction and types of arrays can be found 
in Ekins and Chu (1999) and ecological applications are reviewed in Zhou (2003).

17.5 PCR-based Methods

PCR involves separating a double-stranded DNA template into two strands (dena-
turation), hybridizing (annealing) oligonucleotide primers (short strands of nucle-
otides of a known sequence) to the template DNA and then elongating the 
primer-template hybrid by a DNA polymerase enzyme. The potential target genes 
for PCR are many and varied, limited only by available sequence information. The 
primers most frequently used for soil ecological studies are designed to target spe-
cific DNA fragments, such as 16 S or 18 S rRNA genes, functional genes, repetitive 
sequences, e.g., REP (Repetitive Extragenic Palindromic) sequences, or arbitrary 
primers, e.g., randomly amplified polymorphic DNA (RAPD). The discovery of 
thermal-stable DNA polymerases from organisms such as Thermus aquaticus
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(Taq polymerase) has made PCR a standard protocol in laboratories around the 
world (Mullis and Faloona 1987; Saiki et al. 1998).

By far the more common targets for characterizing microbial communities are 
the rRNA genes because of their importance in establishing phylogenetic and taxo-
nomic relationships (Woese et al. 1990). These are the small subunit (SSU) rRNA 
genes, 16 S in Bacteria and Archaea or 18 S in Eucarya; the large subunit (LSU) 
rRNA genes, 23 S in Bacteria and Archaea or 28 S in Eucarya; or the internal tran-
scribed spacer (ITS) regions, sequences that lie between the SSU and LSU genes. 
Other defined targets are genes that code for ecologically significant functions, 
such as genes involved in nitrogen fixation, e.g., nifH (Chelius and Lepo 1999; 
Rösch et al. 2002); amoA which codes for ammonium monooxygenase, a key 
enzyme in nitrification reactions (Rotthauwe et al. 1997); and nirS and nirK which 
codes for nitrite reductase, a key enzyme in denitrification reactions (Rösch et al. 
2002; Henry et al. 2004).

In any study where PCR is used, sources of bias must be considered 
(Wintzingerode et al. 1997). The main sources of bias in amplifying soil commu-
nity DNA are: (i) the use of very small sample sizes (typically only 500 mg of soil); 
(ii) preferential amplification of some DNA templates over others; and, (iii) for 
amplification of the rRNA genes, the fact that many bacteria contain multiple cop-
ies of these operons (e.g., Bacillus and Clostridium species contain 15 copies), 
hence sequences from such species will be over-represented among the amplifica-
tion products. In addition, chimeras, composed of double-stranded DNA where 
each strand was derived from a different organism rather than a single organism, 
may be generated. Acknowledged biases associated with PCR are generally why 
diversity indices calculated from the results of PCR-based experiments may not be 
very robust.

17.5.1 DNA Fingerprinting

PCR fingerprinting is used to distinguish differences in the genetic makeup of 
microbial populations from different samples and can be accomplished by sev-
eral different methods. The advantages of these techniques are that they are rapid 
and inexpensive and thus enable high sample throughput and can be used to tar-
get sequences that are phylogenetically or functionally significant (Fjellbirkeland 
et al. 2001). Depending on the primers chosen, PCR fingerprints can be used to 
distinguish between isolates at the strain level or to characterize target microbes 
at the community level. The more common PCR fingerprinting techniques in use 
today for characterizing soil microbial community composition are denaturing 
gradient gel electrophoresis (DGGE) or temperature gradient gel electrophoresis 
(TGGE) (Muyzer and Smalla, 1998) and terminal restriction fragment length 
polymorphism (T-RFLP) analysis (Liu et al. 1997; Marsh 2005; Thies 2007b). 
Both techniques can be used to separate PCR products that are initially the same 
length by employing additional methods to separate the amplicons into a greater 
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number of bands or operational taxonomic units (OTUs) that are then used for 
community comparisons.

DGGE and TGGE are identical in principle. Both techniques impose a parallel 
gradient of denaturing conditions along a polyacrylamide gel. Double-stranded 
DNA PCR amplicons are loaded in wells at the top of the gel and, as the DNA 
migrates, the denaturing conditions of the gel gradually increase. In DGGE, the 
denaturants are typically urea and formamide; in TGGE it is temperature. Because 
native double-stranded DNA is a compact structure, it migrates faster than partially 
denatured DNA. The sequence of a fragment determines the point in the gradient 
gel at which denaturation will start to retard mobility. Sequence affects duplex sta-
bility by both percentage G+C content and neighboring nucleotide interactions 
(e.g., GGA is more stable than GAG). The resulting gel yields a ladder of bands in 
each lane characteristic of the DNA extracted and amplified from the original sam-
ple. There is not a direct correspondence between bands in the DGGE gel and 
organism diversity, however. Sequences amplified from the DNA of different 
organisms may have similar melting properties in the presence of the denaturant 
and thus occupy the same band in the denaturing gel. DNA fragments cloned from 
different bands may yield as many different sequences as clones analyzed. Since 
there is not a one-to-one correspondence between bands and taxa, the bands are 
referred to as OTUs. The OTUs form the basis of similarity and multivariate analy-
ses of data derived from various soil communities.

While the power of DGGE and TGGE to detect PCR amplicon diversity within 
a single gel is high, the resolving power of these and other gel-based analyses, is 
limited by the number of bands capable of ‘fitting’ and being counted as individual 
bands on a single gel. In practice, no more than 80–100 distinct sequence types may 
be resolved despite the potential for single base-pair sensitivity. An important 
advantage that DGGE analysis has over T-RFLP (see below) is that PCR amplicons 
of interest that are resolved on a DGGE gel can be excised from the gel, re- amplified, 
cloned and sequenced, thereby obtaining taxonomic and/or phylogenetic  information 
about amplifiable members of the soil community. For phylogenetic assignment of 
cloned sequences, variable regions within the SSU rRNA genes are amplified. An 
important disadvantage of the gradient gel approach is that the amplicon size must 
be restricted to under 600 base pairs in length to optimize separation within the gel 
matrix. Therefore, full length rRNA gene sequences cannot be recovered using 
these methods. DGGE and TGGE are now being applied frequently in soil  microbial 
ecology to compare the structures of complex microbial communities and to study 
their dynamics. The basic method and applications were recently reviewed by 
Nakatsu (2007).

T-RFLP analysis, as in DGGE analysis, begins with amplifying soil community 
DNA using targeted primers, but with the key differences that one or both primers 
are labeled with a fluorochrome(s) and that resulting amplicons are hydrolyzed 
with restriction enzymes to create DNA fragments of varying size that are labeled 
with the fluorochrome at either the 5´ or 3´ end. These terminal fragments are then 
sized against a standard molecular size marker using automated DNA sequencing 
techniques. The resulting electropherogram (peaks representing the sizes of the 
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terminal restriction fragments, TRFs) is used as a DNA fingerprint characteristic of 
the soil community sampled. Resulting TRF sizes are analogous to bands on a 
DGGE gel and are also referred to as OTUs, since any one terminal fragment size 
is not restricted to any taxonomic group per se (Marsh 2005). TRF profiles are 
compared subsequently between samples by use of similarity matrices and multi-
variate statistics.

With new capillary sequencers, up to 384 samples can be analyzed in a single 
run. T-RFLP also has a higher resolving power than DGGE, with often twice as 
many OTUs determined per sample (Jones and Thies 2007), making T-RFLP the 
preferred choice for a high throughput method to initially screen for differences 
between communities. Devare et al. (2004) applied the T-RFLP technique to com-
pare rhizosphere bacterial communities colonizing transgenic and non-transgenic 
corn and found that communities clustered by sampling time and year, but not by 
corn hybrid. Other studies have used T-RFLP to evaluate the effects of soil manage-
ment on fungal community composition (Edel-Hermann et al. 2004) and the effects 
of solarization and crop rotation on bacterial communities (Culman et al. 2006), 
among many other applications. Artursson et al. (2005) combined bromodeoxyuri-
dine immunocapture with T-RFLP to examine the effects of mycorrhizal inocula-
tion and plant species on the active soil bacterial metagenome. T-RFLP need not be 
restricted to studying the 16 S rRNA gene. This technique can be used as a quick 
screen for any gene for which specific primers can be devised to examine differ-
ences between communities in environmental samples, such as nifH to compare 
populations of nitrogen-fixing bacteria or amoA to study ammonia oxidizing bacte-
rial populations in soil. The main drawback of the use of this approach is the inabil-
ity to further characterize TRFs or obtain sequence information as the sample is lost 
shortly after it is sized. However, once profiles are compared, the original PCR 
products from samples of interest can be used for cloning and sequencing experi-
ments as described above. Alternatively, a gel-based approach called the ‘physical 
capture method’ of T-RFLP analysis can be employed when recovery of sequence 
information is desired (Blackwood and Buyer 2007). The technique is not as dis-
criminating as the capillary approaches, but this level of resolution may not be 
needed for some applications or may not be possible in some research settings.

T-RFLP often yields a higher number of OTUs for use in comparative analyses 
than DGGE. However, all of these techniques yield numbers of OTUs that do not 
come close to the estimates of extant diversity in soil populations as estimated by 
DNA:DNA reassociation kinetics (discussed above). Hence, we are still viewing 
the tip of the iceberg as far as characterizing soil microbial diversity with these 
higher throughput DNA fingerprinting techniques.

A new DNA-based fingerprinting approach, two-dimensional polyacrylamide 
gel electrophoresis (2D-PAGE), can be used to separate PCR amplicons of the ITS 
regions first by size in a non-denaturing gel and then by melting characteristics in 
a second, denaturing gradient gel (Jones and Thies 2007). This approach yielded an 
order of magnitude higher number of OTUs than DGGE alone and three times the 
number of OTUs obtained by use of T-RFLP. Because the technique is gel-based, 
DNA spots of interest can be excised from the second dimension gel and then 
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cloned and sequenced. Far fewer OTUs were found in spots on the second dimen-
sion gel than were recovered from corresponding bands on the first dimension 
 sizing gel, thus the technique allows OTUs of interest to be recovered much more 
easily. The disadvantage of this technique is that it is more laborious, therefore it 
does not lend itself to high sample throughput. Yet, its improved ability to discrimi-
nate between soil communities and retrieve sequence information make it a powerful 
technique for elucidating key differences in community structure between studied 
samples. Jones and Thies (2007) used the technique to study changes in soil bacterial 
community composition in relation to a naturally occurring gradient of Zn and Cd 
content in a soil in upstate New York.

Several additional PCR fingerprinting techniques target the ribosomal gene 
sequences. Ribotyping makes use of differences in the chromosomal positions or 
structure of rRNA genes to identify or group isolates of a particular genus or spe-
cies. Ribotyping has been shown to be reproducible and hence has gained  popularity 
for isolate fingerprinting and has found use in bacterial source tracking and other 
studies where the similarity of isolates obtained from different samples needs to be 
compared. The most frequently used ribotyping method is to identify RFLPs of 
rRNA genes by probing a Southern transfer of genomic DNA that has been hydro-
lyzed with an endonuclease. In amplified ribosomal DNA restriction analysis 
(ARDRA), rRNA gene sequences are amplified. In automated ribosomal intergenic 
spacer analysis (ARISA), the ITS region is amplified. PCR amplicons resulting 
from use of both methods are hydrolyzed subsequently with restriction enzymes 
and the resulting variations in restriction fragment sizes are analyzed on a gel. 
Chelius and Lepo (1999) used RFLPs of PCR amplified nifH sequences to study 
the diversity of nitrogen-fixing bacteria in the rhizosphere of wetland plant com-
munities. In these applications, bands in the gel are again termed OTUs and simi-
larities and differences between the fingerprints from different samples are analyzed 
using multivariate techniques. Use of ARISA may yield more OTUs from a given 
sample, but as the number of bands on the gel increases, the more difficulty one has 
in resolving individual bands in the analysis.

17.5.2 Quantitative and Real-Time PCR

An advance in PCR analysis that allows specific gene targets to be quantified is 
quantitative PCR (qPCR), also called real-time PCR. qPCR is a method that 
employs fluorogenic probes or dyes to quantify the number of copies of a target 
DNA sequence in a sample. This approach has been used successfully to quantify 
target genes that reflect the capacity of soil bacteria to perform given functions. 
Examples include the use of ammonia monooxygenase (amoA), nitrite reductase 
(nirS or nirK), and particulate methane monooxygenase (pmoA) genes to quantify 
ammonia oxidizing (Hermansson and Lindgren 2001), denitrifying (Henry et al. 
2004) and methanotrophic (Kolb et al. 2003) bacteria, respectively, in soil samples. 
qPCR coupled with primers to specific internal transcribed spacer (ITS) or rRNA 
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gene sequences has also been used to quantify ectomycorrhizal (Landeweert et al. 
2003) and endomycorrhizal fungi (Filion et al. 2003) as well as cyst nematodes 
(Madani et al. 2005) in soil.

17.5.3 Statistical Methods

The successful application of molecular techniques to population studies, particu-
larly those based on the analysis of DNA or RNA in a gel matrix, relies heavily on 
the correct interpretation of the banding or spot patterns observed on electro-
phoretic gels. Gel images are typically digitized and band detection software is 
used to mark the band locations in the gel. The resulting band pattern is then 
exported to a statistical software package for analysis. Some analyses require that 
the fingerprint patterns obtained are first converted to presence/absence matrices; 
although average band density data are also used. The matrices generated are then 
compared using cluster analysis, multi-dimensional scaling, principal component 
analysis, redundancy analysis, canonical correspondence analysis, or additive main 
effects with multiplicative interaction model, among others. Each analysis will 
allow community comparisons, yet each has associated strengths and weaknesses. 
There are a number of software packages available that will enable one to compare 
and score PCR-fingerprints and produce similarity values for a given set of sam-
ples. Software packages, such as BioNumerics and GelCompar (Applied Maths, 
Kortrijk, Belgium), Canoco™ (Microcomputer Power, Ithaca, NY), PHYLIP (free-
ware via GenBank and the RDPII) and MatModel™ (Microcomputer Power) among 
others are used commonly. An advantage of using analysis programs, such as 
Bionumerics or GelCompar, is that fingerprints of communities generated from the 
use of several different markers can be combined. Generating a combined finger-
print in this way increases the robustness of similarity analyses based on PCR-
 fingerprints because it reduces the impact that one or two minor band differences 
has on the similarity matrices produced. The RDPII (Release 8.3) website provides 
analytical support for the analysis of T-RFLP data. The details of other analytical 
programs that support the analysis of data based on operational taxonomic units 
have also been published lately (Schloss and Handelsman 2005, 2006a,b).

The information that can be obtained from molecular characterization depends 
on the analysis technique. 16 S rRNA gene sequencing can aid in assigning species 
into genera and can be used for determining relationships between genera, but the 
information is frequently unable to resolve differences between closely related spe-
cies. To overcome this limitation, one could use additional genetic information 
contained within ITS regions either by sequencing or by RFLP to further discrimi-
nate between closely related species.

To add value to the study of soil community ecology, a technique must be robust, 
that is, yield specific information about communities at the level of resolution 
required; it must be rapid and allow high throughput in order for the large number 
of samples needed for landscape studies to be processed with moderate effort.
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17.6 Conclusions

Molecular tools are offering unparalleled opportunities to characterize Bacteria, 
Archaea and Eucarya in culture and directly from field soils. These tools are  allowing 
us to ask questions at much larger geographic scales than have been possible previ-
ously. We are now able to examine such issues as how microbial populations vary 
across soil types and climatic zones (Fierer and Jackson 2006), in association with 
plant roots and between various plant species (Cardon and Gage 2006; Costa et al. 
2006), and in response to soil management (e.g., Culman et al. 2006) or soil pollu-
tion (Liu et al. 1997). Molecular approaches also provide improved tools for seek-
ing new inoculant consortia that may provide benefit in cropping systems. 
Genotypes that enjoy high representation in the soil population are likely to be 
competent saprophytes and be well adapted to site conditions. Pre-adapted strains 
that are also highly effective and genetically stable would then be excellent target 
organisms for future inoculants.

Soil has been dubbed ‘The Final Frontier’. Modern molecular techniques devel-
oped to study microbial populations finally allow us access to the very large propor-
tion of organisms that are present in the soil that we are currently unable to culture 
under laboratory conditions (Handelsman and Smalla 2003). They are also allowing 
us to begin to link identify with function (Dumont and Murrell 2005), which will 
lead to a better understanding of how changes in soil management practices may be 
altering ecosystem dynamics. Continually evolving technical developments open 
new horizons of research and applications that are enabling a far more complete and 
less biased view of microbial biodiversity in soil and the rhizosphere.
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Chapter 18
Morphotyping and Molecular Methods 
to Characterize Ectomycorrhizal Roots 
and Hyphae in Soil

Laura M. Suz(*ü ), Anabela M. Azul, Melissa H. Morris, 
Caroline S. Bledsoe, and María P. Martín

18.1 Introduction

At the interface between plants and soils, ectomycorrhizal (ECM) fungi explore 
soils, acquire resources, transfer resources to plants, and acquire carbon from 
plants. Mycorrhizas enhance plant survival, nutrition and growth and play key roles 
in ecosystems processes such as decomposition, nutrient cycling, soil carbon stor-
age, productivity and sustainability. Mycorrhizas are critical for plant colonization 
of new soils (e.g. mine spoils, volcanic deposits, glacial moraines). ECM diversity 
ensures plant reestablishment after disturbance and can enhance survival and 
growth of trees in reforestation. ECM fungi can promote fine root development as 
well as produce antibiotics, hormones and vitamins. Mycorrhizal associations may 
help protect roots from pathogens and moderate effects of heavy metals and toxins. 
Many environmental problems may be alleviated by mycorrhizas – problems such 
as pollution, erosion, soil degradation, climate change, degradation of natural 
resources, and poor land use management.

Mycorrhizal abilities to carry out important functions are linked to diversity. 
ECM diversity is large and documented in many ecosystems, particularly conifer-
ous ecosystems (Gehring et al. 1998; Goodman and Trofymow 1998; Kranabetter 
and Wylie 1998; van der Heijden et al. 1998; Stendell et al. 1999; Bidartondo et al. 
2000). This ECM diversity has been based on surveys of fruiting bodies, but is now 
based on more recent methods – morphotyping (microscopic observations) and 
phylotyping (molecular characterization). An advantage of fruiting body surveys is 
ease of collection and identification based on morphology; a disadvantage is the 
assumption that fungi fruiting in an area also form ectomycorrhizas on nearby 
roots. Clearly identification of ectomycorrhizas on roots is preferable. However 
there are difficulties in ECM identification – complex sampling design and 
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 extraction of roots from soils. We describe two complementary methods – morpho-
typing and phylotyping. This chapter focuses on these two methods, because they 
are effective and allow ECM fungi to be identified to genus and species. Use of both 
methods capitalizes on the benefits of each, while minimizing the disadvantages. 
Both methods are time consuming, although morphotyping requires time at a 
microscope while phylotyping requires time at a lab bench. Morphotyping is rela-
tively inexpensive, but requires training to recognize key microscopic features. 
Morphotyping may not allow identification to genus or species in some cases. 
Phylotyping requires more expensive molecular reagents and materials but often 
allows identification of ECM root tips to genus and species.

18.2 Background

18.2.1 Taxa Forming ECM

ECM fungi form ectomycorrhizas with many woody plants such as plants in the 
Pinaceae, Fagaceae, Betulaceae, Myrtaceae and Ericaceae. There are about 5000–
6000 ECM fungal species in the Ascomycotina (Ascomycetes) and Basidiomycotina 
(Hymenomycetes). Ascomycetous ECM belong almost exclusively to the orders 
Elaphomycetales, Leotiales, Pezizales and Pleosporales (Molina et al. 1992; de 
Roman et al. 2005) while basidiomycetous ECM include the class Hymenomycetes, 
subclass Hymenomycetidae (Agerer 1987–2006; Molina et al. 1992) which  comprise 
the orders Boletales, Gomphales, Thelephorales, Agaricales (families Amanitaceae, 
Cortinariaceae and Tricholomataceae), Russulales (family Russulaceae) and 
Cantharellales (family Cantharellaceae) (Agerer 1987–2006). ECM fungal species 
can have narrow, intermediate and broad host ranges (Molina et al. 1992).

18.2.2 Description of ECM Structures in Roots and in Soils

Anatomical characteristics of ECM structures are conserved at the species and 
genus level (Agerer 1987–2006; Agerer and Rambold 2004–2007). Among the 
anatomical features, there are four key complexes that distinguish the ECM struc-
ture and allow recognition of the fungus involved in the symbiosis: (a) outer mantle 
layers in plan view, (b) rhizomorphs, (c) shape of cystidia, and (d) emanating 
hyphae (Agerer 2006). Other anatomical features that may be used as diagnostic 
features are the Hartig net, sclerotia, chlamydospores, laticifers and contents 
(Agerer 1987–2006).

Mantles are hyphal sheaths around roots and can be divided into two main 
groups according to hyphal distribution and organization: (1) plectenchymatous and 
(2) pseudoparenchymatous (Agerer 1987–2006, 1991, 1995; Agerer and Rambold
2004–2007). Plectenchymatous mantles have discernible hyphae, frequently loosely
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woven. Pseudoparenchymatous mantles do not have discernible individual hyphae; 
they have short-celled, inflated, densely packed hyphae, resembling a true 
parenchyma. Both mantle types include standard organizational patterns (Agerer 
2006). In Fig. 18.1 the letters a–f correspond to different types of plectenchymatous 
mantles and the letters g–j correspond to pseudoparenchymatous mantles.

Among plectenchymatous mantles, mantle type B is considered the most primi-
tive (Agerer 2006) and has hyphae randomly arranged with no discernible pattern 
(Fig. 18.1a). Mantle type A is ring-like and hyphae commonly grow together for a 
short distance and ramify at places where other hyphae join, forming loops (Fig. 
18.1b). When loops of the joining hyphae become very massive and the connecting 
hyphae between the loops less distinct, mantle type A is called star-like. The ring-
like mantle is well represented in the order Boletales while the star-like mantle is 
present in the family Bankeraceae (Agerer 1987–2006; Agerer and Rambold 
2004–2007) and in some Thelephoraceae (Azul et al. 2006d) (Fig. 18.1c). Mantle 
type C is distinguished by the presence of a gelatinous matrix between hyphae (Fig. 
18.1d), apparently as a water reservoir; hyphae are randomly distributed with no 
discernible pattern. Mantle type D is characterized by the occurrence of cystidia. 
This mantle type is used only when cystidia are present on the surface of plecten-
chymatous mantles, since they can be present on pseudoparenchymatous mantles 
surface (see Fig. 18.1i). Mantle type E is differentiated by the presence of multi-
ramified hyphae with short, frequently y-shaped or almost rectangular branches, 
so-called squarrosely branched (Fig. 18.1e). Mantle type F is identified by the 
occurrence of inflated cells, globular terminal cells or other cells, above an 
 undifferentiated mantle type. Mantle type G is typified by its star-like pattern, with 
hyphae compactly distributed and with no space between them, e.g. Cenococcum
geophilum Fr. and Quercirhiza flavocystidiata (Fig. 18.1f) (Azul et al. 2006c). 
Mantle type H is rather similar to mantle type E and is characterized by the pres-
ence of hyphae somewhat inflated and loosely distributed, with interspaces between 
hyphae. Mantle type I is characterized by the presence of quite short, often slightly 
tortuous or irregularly bent perpendicular cells, forming a velvet-like structure on 
the mantle surface. These hyphal ends can be regarded as cystidia, since they are 
all stainable with sulfo-vanillin (Agerer 1986).

Among pseudoparenchymatous mantles there are mantles that exhibit angular to 
roundish cells: types K, L, O, and P (Fig. 18.1i,g) and mantles that show epidermoid, 
puzzle-like structures: type M and Q (Fig. 18.1h–j). Mantle type K is differentiated 
by the presence of angular to roundish cells sometimes arranged in rosettes. Mantle 
type O is differentiated by the presence of heaps of flattened cells. The majority of 
pseudoparenchymatous mantles bear a hyphal net, or small groups of globular or flat-
tened cells, on the surface. Mantle type P corresponds to a pseudoparenchyma with 
angular cells bearing a hyphal net, and mantle type Q corresponds to a pseudoparen-
chyma with epidermoid cells bearing (Fig. 18.1j). Mantle type N, that has some cells 
containing oil droplets that stain in sulfo-vanillin (Agerer 1995), is now considered as 
an additional feature of mantle types O, P, and Q and not as a distinct mantle pattern 
(Agerer 2006). Although these standard mantle patterns can be used for recognition, 
there are transitions between some mantle types, making definitive attribution of a 
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Fig. 18.1 Mantle types according Agerer 1987–2006. a Mantle type B: plectenchymatous, ran-
dom hyphal arrangement, no discernible pattern (Hysterangium stoloniferum, Raidl and Agerer 
1998). b Mantle type A: plectenchymatous, ring-like pattern (Quercirhiza sclerotiigera, Azul 
et al. 2001d). c Mantle type A: plectenchymatous, star-like arrangement, in this example bearing 
a loose, delicate hyphal net pattern (Quercirhiza tomentellofuniculosa, Azul et al. 2006d). 
d Mantle type C: plectenchymatous, no discernible pattern in a gelatinous matrix (Gomphus
clavatus, Agerer et al. 1998). e Mantle type E: plectenchymatous, squarrosely branched hyphae 
(Quercirhiza dendrohyphidiomorpha, Azul et al. 2006a). f Mantle type G: plectenchymatous, star-like 
pattern (Quercirhiza flavocystidiata, Azul et al. 2006c). g Mantle type L: pseudoparenchymatous, 
angular to roundish cells (Quercirhiza internangularins, Azul et al. 2001b). h Mantle type 
M: pseudoparenchymatous, epidermoid cells (Quercirhiza ectendotrophica, Azul et al. 2001a). 
i Mantle type P: pseudoparenchymatous, angular to roundish cells with a hyphal net (Quercirhiza 
auraterocystidiata, Azul et al. 2006b). j Mantle type Q: pseudoparenchymatous, epidermoid cells 
with a hyphal net (Quercirhiza ectendotrophica, Azul et al. 2001a). All ECM mantle pictures have 
been utilized with author’s permission
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pattern difficult. From a phylogenetic point of view, hyphal organization in pseudopa-
renchymatous mantles is considered more advanced (Agerer 1995).

Rhizomorphs are extramatrical mycelia that may grow either as simple scattered 
hyphae from the mantle into the soil or may form ‘multi-hyphal linear aggregates’, 
the so-called rhizomorphs (Agerer 1999). Rhizomorphs may have evolved as effi-
cient structures for water and nutrient transport. Rhizomorphs may be characterized 
according to their structure and ontogeny into seven types according to their inter-
nal organization (Agerer 1999). Type A corresponds to uniform-loose rhizomorphs 
(Fig. 18.2a) with normal vegetative hyphae loosely distributed. Type B has uni-
form-compact rhizomorphs, i.e., densely agglutinated hyphae of uniform shape. 
Type C, thelephoroid rhizomorphs, is slightly differentiated and has one peripheral 
hypha, rather different in diameter and in structure (Fig. 18.2b,c). Type D, rama-
rioid rhizomorphs, are internally differentiated and distinct due to ampullate infla-
tions at the hyphal septum of the internal cells (Agerer 2006). Type E, russuloid 
rhizomorphs, are characterized by irregularly distributed thickened hyphae, fre-
quently with incomplete septa, accompanied by thick-walled hyphae with several 
septa separated by short distance. Type F, phlegmacioid rhizomorphs, have thicker 
hyphae, sometimes with a large septal pore, with a random distribution and often 
embedded in a matrix. Type G, agaricoid rhizomorphs, are highly differentiated and 
possesses vessel-like central hyphae with partially or even completely dissolved 
septa. This type has not been observed on ECM fungi. Type H, boletoid rhizo-
morphs (Fig. 18.2d,e), corresponds to highly differentiated rhizomorphs with 
 central vessel-like hyphae. The internal organization of highly differentiated rhizo-
morphs is key to recognition and delimitation of fungal relationships (Agerer 
1999). The main difference between agaricoid and boletoid rhizomorphs is related 
to their ontogeny. Agaricoid rhizomorphs have simple, vessel-like hyphae, while 
boletoid rhizomorphs have vessel-like hyphae that fork close to their origin, one 
branch growing toward the rhizomorph base, the other, towards the tip. For both 
types, vessel-like hyphae originate in early ontogenetical stages. Node-like struc-
tures and split-type hyphal ramification can be observed in the Thelephoraceae, 
Amanitaceae and Tricholomataceae.

Some genera have distinctive rhizomorphs that allow easy identification – 
Cortinarius, Dermocybe, Sarcodon, Tomentella, Tricholoma and Xerocomus. For 
example, Cortinarius and Dermocybe have abundant, distinctive rhizomorphs, while 
Tricholoma has diverse rhizomorphs. In the Boletales, highly differentiated “boletoid 
rhizomorphs” are observed in the Boletaceae, Gyroporaceae, Melanogastraceae, 
Paxillaceae, Rhizopogonaceae, Sclerodermataceae and Suillaceae (Agerer 2001). 
Unlike the Boletales, the Cortinariaceae exhibit undifferentiated or differentiated 
rhizomorphs, or no rhizomorphs at all. Rhizomorphs are particularly difficult to 
observe in some genera – Russula, Lactarius, Hygrophorus, or not seen in Inocybe,
Rozites and Tuber (Agerer 1987–2006). Dimorphic rhizomorphs are less frequent 
in Dermocybe crocea (Schaeff.) M. M. Moser, D. palustris (M. M. Moser) 
M. M. Moser and D. semisanguinea (Fr.) M. M. Moser (Agerer 1995).

Organization and emanating hyphal structures of rhizomorphs allow categoriza-
tion into different ECM exploration types: (a) contact, (b) short-distance, (c) 
medium-distance and (d) long-distance (Agerer 2001). The contact type,  commonly 
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Fig. 18.2 Rhizomorph types according Agerer 1987–2006. a Mantle type A: uniform and loose 
hyphae (from Quercirhiza auraterocystidiata, Azul et al. 2006b). b,c Mantle type C: thelephoroid 
type, with peripheral hyphae thinner than central ones, (from Quercirhiza tomentellofuniculosa,
Azul et al. 2006d). d Mantle type H: boletoid with vessel-like hyphae – surface (from Quercirhiza 
pedicae, Azul et al. 2001c). e Mantle type H: boletoid with vessel-like hyphae – inner layers with 
vessel-like hyphae with septa partially or completely dissolved (from Quercirhiza sclerotiigera,
Azul et al. 2001d). All figures have been utilized with author’s permission. All ECM rhizomorph 
pictures have been utilized with author’s permission

hydrophilic, includes typical smooth mantles with infrequent emanating hyphae, 
which are frequently lost during removal of ECM from soil cores. The short-dis-
tance type has ectomycorrhizas with dense emanating hyphae that grows widely 
into surrounding soil. The medium-distance type matches with ECM fungi that 
develop rhizomorphs uniform-loose, uniform-compact, thelephoroid, or phlegma-
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cioid (Agerer 2006) and grows often more than 30–50 mm. The long-distance type 
includes the highly differentiated rhizomorphs with vessel-like hyphae and may 
reach a length of several decimeters. Usually the long-distance exploration types 
include hydrophobic rhizomorphs.

Cystidia, very important diagnostic features, may be present on the ECM mantle 
and rhizomorph surfaces. They may also be observed on the cap skin, gills, and 
stipe of fruit bodies of Hymenomycetes. Cystidia may be diverse in structure and 
size (Agerer 1987–2006). Some are similar to normal hyphae, straight, bent, or 
hook-like; others present a distinct structure. They may be unramified or ramified 
at the proximal part with a monopodial ramification, or with dichotomous, trito-
mous or quadritomous ramifications.

Emanating hyphae may be present on mantles and rhizomorph surfaces. The 
main features of emanating hyphae are diameter, distance between septa, shape, 
color, cell wall thickness, surface, presence of crystals, presence of contents or 
drops of pigments, type of ramification, presence and type of anastomoses and 
presence and shape of clamps (Agerer 1987–2006). The type of anastomoses, the 
presence of intrahyphal hyphae and the shape of clamps are the most important 
features (Agerer 1995). Features of emanating hyphae are not as informative about 
fungal relationships as are mantles in plan view or rhizomorph organization.

The Hartig net, the zone of contact between plant and fungus, is produced by 
hyphae that penetrate intercellular spaces connecting outer cells of the root axis. 
This zone of contact is of central importance since it corresponds to the interface 
between symbionts. The Hartig net is usually formed from the inner mantle layers to 
the epidermal layers (in Angiosperms) or it can intrude into the cortical layers more 
deeply and toward the endodermis (in Gymnosperms). In most Angiosperms, the 
Hartig net may be limited to the anticlinal walls of the cortical cells – paraepidermal
Hartig net – or may develop completely around the cortical cells – pariepidermal Hartig
net (Godbout and Fortin 1983). Sometimes, very occasionally, haustoria-like intrusions
may occur (Azul et al. 2001a).

Laticifers are typical of the genera Lactarius and Russula and correspond to 
latex-containing hyphae. They can be rather long, thick and/or scarcely branched, 
and are present in both plectenchymatous and pseudoparenchymatous mantles. 
Sclerotia are rather infrequent among the ectomycorrhizas. They have been 
observed in Cenococcum geophilum Fr. and in some members of the Boletaceae, 
Cortinariaceae, Paxillaceae and Pisolithaceae (Agerer and Rambold 2004–2007).

Chlamydospores are quite frequent in the Bankeraceae but also observed in the 
Thelephoraceae (Agerer 1987–2006). Mantle hyphae, rhizomorphs, cystidia and 
emanating hyphae may contain oil droplets, brownish contents, bluish contents, 
crystals or other appositions. For example, some members of the Thelephoraceae 
have blue granules on the surface of mantle hyphae and cystidia.

Chemical reactions are useful in identification of fruiting bodies and ectomycorrhizas 
(Table 18.1) (Agerer 1991). Reagents may be applied to whole ectomycorrhizas or 
to preparations of mantles and rhizomorphs. One of the most important chemicals is 
Melzer’s reagent; the amyloid reaction is well represented in members of the 
Gomphidiaceae, Albatrellaceae and Rozites. Another distinctive chemical reaction is the 
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Table 18.1 Reagents and chemical reactions used to identify ectomycorrhizas

Reagent Preparation Positive reaction

Melzer’s reagent 0.5 g iodine, 1.5 g KI, 20 mL 
distilled water and 20 mL 
chloral hydrate

Amyloid reaction: stain blue
Dextrinoid reaction: stain slightly 

brownish
Lactic acid 90% Mantle colors become brighter. 

Reagent used to make perma-
nent mantle preparations

KOH 10% aqueous solution (w/v) Three distinct reactions have been 
recognized: (a) cell walls with 
blue or brown color change 
to green, (b) blue granules 
change to green and (c) cell 
walls with brownish or brown 
color become darker or lighter

V
er

y 
im

po
rt

an
t

Iron(II) sulfate 1 g Iron(II) sulfate in 10 mL 
distilled water and some 
drops of H

2
SO

4

Mantle color changes to green-
ish, bluish or grayish. Care is 
needed to avoid misinterpreta-
tion of a similar reaction with 
root cells remnants on mantle 
preparation

Guaiac Solution of 1 g guaiac resin 
in 6 mL ethanol 70%

Patchy cells of bluish color, par-
ticularly in inner mantle layers. 
Very important to displace the 
reagent by water or lactic acid

Brilliant cresyl blue Two different reactions: (a) cell 
walls become bluish; (b) cell 
walls turn to reddish (called 
metachromatic reaction)

Sulfo-vanillin Crystals of vanillin, H
2
SO

4
Cell contents turn to pink or black 

and hyphal walls turn to red. 
On Lactarius species, latici-
fers become all staining of 
the, and/or some cells of the 
mantle and all hyphal ends on 
a mantle

Im
po

rt
an

t Formol 40% aqueous solution (w/v) Mantle color changes to grey or 
greenish

Toluidine blue 1% (w/v) aqueous solution Differently intense blue color of 
cell walls

Cotton-blue-lactic-acid 0.05 g cotton blue solution in 
30 mL lactic acid (90%)

Intense bluish color of cell walls 
after displacing the reagent by 
water or lactic acid

O
pt

io
na

l

Ethanol 70% aqueous solution (w/v) Elution of wall colors, contents 
or of pigment granules on the 
hyphal wall

Phenol-aniline Mantle cell changes to grayish 
color

Sudan III Dissolve 1 g of Sudan III 
in 500 mL ethanol 96% 
(in water bath) and add 
500 mL glicerin

Lipids become reddish
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sulfo-vanillin test. To a water-mantle preparation vanillin crystals and a drop of H
2
SO

4

are added to one side of the coverslip and observed immediately (due to rapid 
reaction, laticifers may dissolve quickly). The sulfo-vanillin reaction is typical of 
Lactarius and Russula.

18.3 Study Design

We cannot overemphasize the importance of clear research hypotheses and related 
study design. While there are many research questions concerning ECM diversity 
and function, not all are testable. It is essential to form a question that is testable. 
Once a hypothesis or research question is refined and focused, the sampling design 
may be developed. A key element in sampling design is an understanding of the 
spatial and temporal distribution of ectomycorrhizas and roots in soil. Ectomycorrhizas 
are associated with plant roots that are not evenly distributed in soils but are aggre-
gated based on patterns of soil fertility, soil texture, competing roots, etc. Since one 
often does not know the spatial and temporal distribution of roots and their associ-
ated mycorrhizas, preliminary sampling may be necessary. For example, one may 
collect soil cores to sample ECM diversity and determine “species effort curves”. 
Detailed discussion of sampling design is beyond the scope of this chapter, so the 
reader is referred to Johnson et al. (1999). See also Sect. 18.5.2 in this chapter.

18.4 Morphotyping of ECM Roots

18.4.1 Introduction

The ability of ECM fungi to benefit their hosts is closely related to their structures. 
ECM fungi that colonize roots, and modify root color, shape and function, are often 
characterized by extensive external hyphal development. Few ECM species are 
well known and described in detail, particularly field-grown ECM fungi. Advances 
in molecular biology and morphotyping have demonstrated the poor correspon-
dence between the species composition of fruiting bodies and of fungi colonizing 
roots. Identification of inconspicuous fruiting bodies (e.g. resupinates) highlights 
the overall diversity among ECM communities. These advances make it possible to 
study functional properties in nature by monitoring and by spatiotemporal analysis 
of below-ground ECM fungal communities. Studies on ectomycorrhizal structures 
are equally important to clarify functional properties in the relationship between 
different mycosymbionts (Agerer 2006).

ECM morphology is useful but not considered as diagnostic because color, rami-
fication and mycorrhizal system size depend on growth conditions and plant host 
(Agerer 1991). Since the first studies on ectomycorrhiza structure on Castanea
sativa by Gibelli (1883) and on Fagus sylvatica and Carpinus betulus by Frank 
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(1885), over 343 species have been described in detail (de Román et al. 2005) and 
only about 6–7% of all presumably ECM fungi. Morphotyping has limitations for 
ECM identification, particularly in Russula, Lactarius and Cortinarius. Many fun-
gal groups can be distinguished by morphological and anatomical characterization, 
a relatively inexpensive method allowing examination of large numbers of root tips. 
Studies of ECM structures allow better understanding of their spatial distribution 
(Tedersoo et al. 2003; Lilleskov et al. 2004; Baier et al. 2006).

18.4.2 Extraction of Roots from Soils and Sample Storage

To study ECM structure, morphological and anatomical characteristics must be 
intact as samples are removed from soil. Ectomycorrhizas can be sampled from 
roots or by tracing hyphal or rhizomorphs connections to fruiting bodies. In both 
situations samples should be taken with soil cores to ensure that connections 
between ECM roots, hyphae and rhizomorphs are not damaged or disrupted. 
If the research focuses on investigation of ECM fungi associated with fruiting 
bodies, the stipe of the fruiting body should be carefully cut and marked, espe-
cially in species with dark stipes. It is necessary to balance the number of samples 
and the size of the soil core to enhance retention of ECM natural features. 
Unfortunately, many ecological studies involve large numbers of samples with 
low numbers of ECM tips and no voucher specimens. Soil core samples must 
have unique collection numbers and can be stored at 4°C in plastic until processing 
within two weeks if at all possible.

18.4.2.1 Protocols: Extraction and Assessment of ECM

Procedure

List of Materials Dissecting microscope, large Petri dishes, needles, pipettes, fine 
forceps.
Cleaning Procedure and ECM Extraction from Soil (1) Immerse the soil core in 
water and soak carefully in water until saturated; (2) Wash roots gently with 
pipettes to limit damage to the ectomycorrhizas; (3) Place cleaned roots (<1 mm 
diameter) in a Petri dish with filter paper soaked with water.
Notes (a) Petri dishes with filter paper prevent color changes of ectomycorrhizas 
and hyphal growth; (b) ECM tips can be stored in the refrigerator up to seven days 
after sampling.

ECM Abundance and Richness To evaluate changes in ECM abundance and 
richness in soil horizons or under different soil conditions, root tips must be 
counted.

ECM Abundance Total ECM abundance corresponds to the total number of 
living ectomycorrhizas per 100 cm3 soil volume. Relative abundance can be 
expressed as either (a) number of living ectomycorrhizas per meter of fine roots, or 
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(b) number of tips of a given genus or species divided by total number of living 
ECM root tips in the same soil core.

ECM Richness ECM diversity within soil horizons and/or study areas may be 
estimated using distinct diversity descriptors: (a) species richness, i.e., number of 
ECM species observed (S); (b) Shannon-Wiener (H) and Simpson (λ) diversity 
indexes; (c) Pielou evenness (H’); (d) Margalef (D), Log α (S) and Jack-knife rich-
ness indexes; and (e) Whittaker β-diversity index (Magurran 1988).

Notes (a) The effects of soil horizons, soil types, or land use systems on ECM 
abundance may be determined by univariate analyses – ANOVA (Zar 1996); (b) 
The relationship between ECM diversity descriptors and study areas conditions can 
be further determined upon multivariate analyses, e.g. by using CANOCO 4.5 soft-
ware (Ter Braak and Smilauer 2002).

18.4.2.2 Protocols: Description of ECM

Procedure

List of Materials Dissecting microscope, microscope (NIC), pipettes, needles, fine 
forceps, Petri dishes, chemicals (see Table 18.1).

ECM Morphology (1) Observe ECM root tips in water under a dissecting micro-
scope (6×, 12×, 25×) using a black background and lamps of daylight quality; 
(2) Isolate morphotypes by morphology, i.e., color, ramification type, systems, size 
and texture, presence of emanating hyphae, cystidia, rhizomorphs, and/or sclerotia 
(see Agerer and Rambold 2004–2007); (3) Take photos of mycorrhizal systems, 
maintaining the black background and lamps of daylight quality (Agerer 1991); (4) 
Use some living ectomycorrhizas to check the chemical reactions (see Table 18.1).

Notes (a) Ectomycorrhizas may exhibit high diversity of colors (Agerer 1987–
2006). The color of the ectomycorrhizas is very useful for the first isolation after 
extraction from soil and can be an important feature for identifying some species, 
since ectomycorrhizas color often mirrors the color of the fruiting body cap; (b) 
Dimensions of ECM systems and unramified ends should be taken into account 
despite not being a distinctive character. The dimensions are affected by the host 
species and by the physical properties of the substrate in which the ectomycorrhizas 
have grown. The values always should be presented considering the different range 
of measurements.

ECM Anatomy (1) Prepare slides by using mantle squashes and mantle peels 
from fresh material; (2) Use remaining root tissue of the ectomycorrhizas to prepare 
slides by squashing for confirming presence of and structure of the Hartig net; (3) 
Observe slides prepared with water at 400× and 1000× magnification, with a 
Normarski interference contrast microscope, to register the presence of cytoplasmic 
contents, such as oil droplets; (4) Add lactic acid to the slide after observing mantle 
peels in water to study anatomical features: mantle plan view, rhizomorphs, 
cystidia, emanating hyphae, Hartig net, chlamydospores, sclerotia (Agerer 1991, 
1995; 1987–2006; Agerer and Rambold 2004–2007); (5) Take photos and drawings 
of anatomical features (Agerer 1991; Agerer and Rambold 2004–2007); (6) Store 
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ECM samples and reference vouchers in ethanol 50%, FAA, or 2.5% CTAB. 
Preserve slides with lactic acid as reference vouchers as well.

Other Considerations

See Deemy (an information system for characterization and DEterminatin of 
EctoMYcorrhizae): http://www.deemy.de/

18.5 Molecular Identification of ECM Roots and Hyphae in Soil

18.5.1 Introduction

In recent years, use of molecular methods to identify fungal species has provided new 
insights into the below-ground fungal community and a more precise approach to fungal 
diversity studies. In ECM fungi, molecular identification is especially important for root 
tips and hyphae whose morphological identification can be difficult or impossible. In 
this section, we provide DNA-based  protocols to identify ECM fungi in different fungal 
and environmental samples. Different molecular techniques can be chosen depending on 
the aims of the study, research hypotheses and the fungal material. Following DNA 
extraction and PCR, various techniques such as RFLP, T-RFLP, cloning and sequencing 
resolve identification of individual fungi or develop fungal community profiles. When 
the aim is to quantify the amount of DNA from a certain fungus in a pure or complex 
DNA sample, one can use a quantitative PCR method (Real-time PCR).

18.5.2  Guidelines for Sampling Design and Collection of Samples

ECM fungi can be present in the environment in four different stages: spores, ecto-
mycorrhizas or root tips, mycelium and fruiting bodies. This section focuses on 
procedures to detect and identify ectomycorrhizas (both single and pooled root tip 
samples) and mycelia (hyphae) in soil. However, these procedures can also be used 
for identification of fruiting bodies and spores. Sampling area, sample size, dis-
tances among samples, spatial and vertical distribution of fungi and complexity of 
samples (single vs pooled) are factors that should be considered in sampling design. 
Presence or absence of species in soil can be influenced by sample size, since diver-
sity can change within 1 cm in soil. It is recommended to keep distances between 
samples greater than size of samples (or soil cores) collected (Taylor 2002). Some 
ECM species seem to develop preferentially in the organic layer while other species 
grow in mineral layers of the soil profile (Stendell et al. 1999; Taylor and Bruns 
1999). Moreover, the apparent non-random distribution of species complicates 
sampling of ECM communities to assess ECM richness (Landeweert et al. 2005). 
When studying root tip diversity, it is also important to be cautious in the interpreta-
tion of diversity data, especially when comparing two ECM communities (Taylor 
2002). Single root tip DNA extractions are not realistic when analysing thousands 
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of root tips and therefore extracted root tips are sometimes pooled prior to DNA 
extraction (Zhou and Hogetsu 2002). Before DNA isolation, soil and root tip sam-
ples can be stored at 4 °C for a few days. However, samples should be processed as 
soon as possible to reduce contamination from other fungi and DNA degradation. 
For long-term storage, samples should be frozen (at −20 °C or −80 °C for longer 
periods) or freeze-dried and then frozen. Samples can also be ground into a fine 
powder after freeze-drying. Root tip samples can be stored in CTAB buffer.

18.5.3 DNA Extraction

18.5.3.1 Introduction

Efficient isolation of DNA is essential in order to perform techniques to identify 
ECM fungi. DNA extraction protocols are subject to modifications depending on 
the origin of the samples and the quality and length of DNA needed for posterior 
analyses. These modifications usually consist of improving homogenization (e.g. in 
soil samples or mummified root tips), including additional cleaning steps or using 
extra reagents (e.g. polyvinylpyrrolidone (PVP) or Proteinase K) to remove sub-
stances that could inhibit the PCR reaction such as polyphenols and humic acids in 
soils and tannins in root tips. Apart from DNA, RNA can also be isolated and in 
higher amounts than DNA, since it is more abundant in cells. RNA requires special 
procedures to be extracted and cannot be stored for long periods of time because it 
is much more susceptible to degradation and contamination than DNA. This chap-
ter includes only descriptions of DNA-based techniques.

18.5.3.2 Protocol: Root Tip DNA Extraction

This CTAB-based protocol of DNA extraction from single to several root tips is 
based on protocols previously developed by Rogers and Bendich (1985), Doyle and 
Doyle (1990) and Henrion et al. (1992). It can also be use to isolate DNA from 
fruiting bodies and mycelium from pure culture of ECM fungi.

Procedure

Equipment and Plasticware Water bath, 1.5-mL microcentrifuge tubes, pellet 
pestles, micropipettes, microcentrifuge.
Reagents 2% CTAB lysis buffer, chloroform, isopropanol, ice-cold ethanol (70%), 
sterile deionized water (or TE buffer).

Mechanical and Chemical Lysis (1) Place one or several root tips in a 1.5-mL 
microcentrifuge tube; (2) Add 600 µl of 2% CTAB lysis buffer to each sample and 
grind with a pellet pestle.

Incubation (3) Place microcentrifuge tubes in a water bath at 65 °C for 40 min 
to 1 h.
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DNA Purification (4) Centrifuge the tube at 13,000 rpm for 5 min; (5) Transfer 
the upper phase into a new microcentrifuge-tube; (6) Add 600 µl of chloroform. 
Mix well by hand until the suspension is colloid; (7) Centrifuge at 13,000 rpm for 
15 min; (8) Transfer the upper phase to a new 1.5-mL microcentrifuge-tube.

DNA Precipitation (9) Precipitate the DNA with 1.25 volumes of isopropanol 
(≈750µl). Mix well by agitating the microcentrifuge-tube and keep it at −20 °C for 
30 min. Samples can remain in the freezer overnight. (10) Centrifuge samples at 
13,000 rpm for 30 min; (11) Discard the upper phase (by pipette or pouring).

DNA Washing (12) Add 200 µl of 70% ice-cold ethanol (−20 °C) to wash the 
DNA; (13) Centrifuge samples at 7,000 rpm for 5 min; (14) Discard the upper phase 
and let the DNA-pellet dry (about 5 min on the heating block).

DNA-Pellet Solubilization (15) Solubilize the DNA-pellet in 50 µl of sterile 
double deionized water or TE buffer.

Notes (a) Before incubation, 5–7 µl of Proteinase K (20 mg/mL) can be added to 
the lysis buffer; (b) To inhibit polyphenol oxidisation processes, 0.2% of β-mercaptoethanol
can be added after incubation (step 3) followed by incubation for another 30 min 
after the purification steps.

Other Considerations

Troubleshooting Low DNA yields may result from different reasons: (a) 
Incomplete tissue homogenization: use liquid nitrogen prior to grinding to get fine 
powder from each sample before incubation in lysis buffer; (b) Insufficient lysis 
buffer: increase its volume in homogenization step; (c) Old material: add proteinase 
K during incubation as described above; (d) Incomplete solubilization of the final 
DNA pellet: warm the tubes at 65 °C for a few minutes, vortex briefly if needed; 
(e) DNA degradation: root tips were not correctly stored or frozen before DNA iso-
lation; (f) Presence of proteins, salts, etc. DNA was not sufficiently washed; pellet 
the DNA again and repeat the protocol from washing step.

DNA Quantification The quality and purity of the extracted DNA is essential for 
PCR amplification of the target DNA. Once crude DNA is obtained and solubilized, 
there are two procedures to quantify the DNA: (1) with electrophoresis: run an ali-
quot of DNA in an agarose gel (usually 0.8%) and measure fluorescence emitted by 
an added nucleic acid gel stain (ethidium bromide or SYBR® Green I dye) against 
serial dilutions of a known amount of DNA such as calf thymus DNA (Ranjard et al. 
1998, 2003); (2) with a spectrophotometer, measure absorbance of the DNA sample 
at 260 nm and apply the formula: 1 O.D.=50 µg DNA/mL to estimate the quantity of 
DNA (include the dilution factor). The first procedure has the advantage that it pro-
vides together with the quantification of DNA an estimation of the presence of con-
tamination by RNA and an estimation of the quality of DNA. However, DNA in very 
low quantities may not be visible in a gel but can be amplified by PCR.

Other Protocols Henrion et al. (1994) developed one of the most frequently 
used protocols for DNA isolation in fungi, based on modifications of the protocols 
of Henrion et al. (1992) and of Gardes and Bruns (1993). Another SDS protocol 
developed by Edwards et al. (1991) for DNA isolation from plants has been exten-
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sively used for ECM fungi (Paolocci et al. 1999; Baciarelli-Falini et al. 2006). Lee 
and Taylor (1990) also developed an SDS protocol for fungal mycelia and single 
spores, using β-mercaptoethanol.

Commercial Kits To isolate DNA from fungi, the following fungal DNA com-
mercial kits are often used: DNA E.Z.N.A.® Fungal DNA miniprep kit (Omega 
Bio-Tek; Martín and García-Figueres 1999; Aguín-Casal et al. 2004) and Ultra 
Clean Microbe DNA Isolation Kit (Mo Bio Laboratories; Koide et al. 2005b). The 
DNeasy® Plant Mini Kit (Qiagen) for plants has been used by Genney et al. (2006), 
Hortal et al. (2006) and Gagné et al. (2006).

18.5.3.3 Protocol: Soil (Hyphal) DNA Extraction

When working with soil samples, one may use either direct or indirect methods to 
extract DNA. With the direct method, cells are lysed while they remain in the soil 
matrix (Ogram et al. 1987). With the indirect method, cells are recovered from the 
soil matrix before lysis (Balkwill et al. 1975). The direct method is more commonly 
used because it yields more DNA and a less biased sample of the microbial com-
munity diversity (Holben et al. 1988; Miller et al. 1999). The quantity and quality 
of DNA extracted per gram of soil will depend on the method used and on the 
properties of the substrate sampled (Martin-Laurent et al. 2001). When the objec-
tive is to detect hyphae in soil, it is essential to examine soil samples with a dissect-
ing microscope for the presence of spores or ECM mantle tissues before DNA 
extraction. Soil samples can be sieved to remove small roots, stones and other 
debris. This CTAB-based direct DNA extraction protocol is based on the root tip 
DNA extraction protocol described above and adapted to soil conditions by Suz 
et al. (2006). Only modifications are described.

Procedure

Equipment and Plasticware Micropipettes, 50-mL polypropylene tubes, 1.5-mL 
microcentrifuge tubes, mortar/mortar pestle, pellet pestle, water-bath or ther-
moblock, microcentrifuge, centrifuge for 50-mL tubes.

Reagents 2% CTAB–1%PVP, lysis buffer, chloroform-isoamyl alcohol, isopro-
panol, ice-cold ethanol (70%).

Mechanical and Chemical Lysis (1) Weigh 7 g of soil and place it in a porcelain 
mortar; (2) Add 40 mL of 2% CTAB containing 1% PVP and grind the sample with 
a mortar pestle.

Incubation (3) Transfer sample to a 50-mL propylene tube and incubate for 1 h 
at 65 °C in a water bath.

DNA Purification (4) Centrifuge the tubes at 9800 g for 5 min at 10 °C; (5) 
Transfer 600 µl of the supernatant to a 1.5-mL.microcentrifuge tube; (6) Add 600 µl
of chloroform-isoamyl alcohol (24:1). Mix well by hand until the suspension is 
colloid; (7) to (11) Follow protocol for root tip DNA extraction.

DNA Washing (12) to (14) Follow Protocol for root tips. Repeat once.
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DNA-Pellet Solubilization (15) Solubilize the DNA-pellet as in protocol for 
root tips. Warm the 1.5-mL microcentrifuge tubes in a heating block at 65 °C for 
few minutes if pellet is hard to solubilize.

Other Considerations

DNA Purity To estimate DNA purity, ratios of absorbance at 260/280 should be 
measured. Ratios up to 1.8 indicate that the DNA extract is relatively free of pro-
teins. When this ratio is lower, commercial kits are available to purify DNA 
extracts, e.g. Wizard DNA clean-up system (Promega; Smalla et al. 1993; 
Landeweert et al. 2003a,b) and Gene Clean® II kit (Bio 101; Bertini et al. 1998; 
Amicucci et al. 1998).
Other DNA Isolation Protocols DNA extraction protocols for soil samples 
were initially designed to extract DNA from bacterial communities; more 
recently they have been used for fungal communities. Some protocols involve 
grinding samples with liquid nitrogen (Volossiouk et al. 1995; Zhou et al. 1996). 
Other protocols include homogenization with beads (Yeates et al. 1998; 
Landeweert et al. 2003a,b [based on Smalla et al. 1993]) or freeze-thaw lysis 
(Miller et al. 1999). Some protocols use SDS as a detergent (Martin-Laurent 
et al. 2001; Ranjard et al. 2003) while others use CTAB (Anderson et al. 2003, 
from Griffiths et al. 2000).
Commercial Kits Several commercial kits are available to isolate DNA from soil: 
Ultraclean™ Soil and PowerSoil™ DNA Isolation kits (MoBio; Dickie et al. 2002; 
Chen and Cairney 2002; Koide et al. 2005a; Hortal et al. 2006; Parladé et al. 2007) and 
Fast DNA Spin kit for soil (Bio101; Griffiths et al. 2000; Guidot et al. 2003). These 
kits are often used for complex samples of root tips (Bergemann and Garbelotto 
2006) or even for individual root tips (Tedersoo et al. 2006).

18.5.4 Polymerase Chain Reaction (PCR)

18.5.4.1 Introduction

Nucleic acid extraction coupled with PCR (Polymerase Chain Reaction) (Mullis and 
Faloona 1987) has significantly improved DNA-based detection and identification of 
ECM fungi. This technique allows in vitro amplification of a specific DNA fragment 
(target DNA) through successive temperature cycles (25–40). Thus the PCR method 
involves repeated cycles of three phases: (1) DNA denaturation, (2) annealing or 
primer hybridisation, and (3) DNA extension (Fig. 18.3). This results in exponential 
amplification of a target DNA sequence. A standard PCR reaction contains the DNA 
target sequence (10–100 ng), two primers (0.1–0.5 µM) – forward and reverse – that 
are complementary to the sequence of target DNA, nucleotides (dNTPs, 20–200 µM
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each), a thermal-stable DNA polymerase (0.5–2.5 units) with its corresponding buffer 
(1/10 of the final volume) and cofactor (MgCl

2
, 0.5–5 mM, typically 1.5 mM) and 

sterile distilled water to a final volume of 25–100 µL (Edel 1998). In theory ‘n’ PCR 
cycles will correspond to 2n−1 copies of the target DNA.
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Fig. 18.3 Diagram showing three consecutive cycles of DNA amplification by PCR in three 
steps: DNA denaturation, Primer hybridization and DNA extension (based on Martín, 2000)
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18.5.4.2 Selection of the Target Region

Since ECM fungi are not monophyletic, there are no primers designed to amplify 
this group. The ribosomal RNA operon (rRNA), present both in nuclei and mito-
chondria, is the most widely targeted region for PCR in ECM fungi. The number of 
copies repeated in tandem varies among fungal species (Hibbett 1992). Each rRNA 
gene unit repeat contains highly conserved rRNA genes 18 S, 5.8 S, 28 S and 5 S (in 
some taxa) and variable spacer or non-coding regions (ITS: Internal transcribed 
spacer region, and IGS: Intergenic spacer regions) allowing the comparison and 
discrimination of ECM fungi at different taxonomic levels. The 18 S (small subunit, 
SSU) and 28 S (large subunit, LSU) rRNA gene sequences allow identification to 
genus and family level (Bruns et al. 1992). Both ITS and IGS regions are more vari-
able than other regions of the rRNA gene, presenting few or no homologies between 
divergent genomes. Polymorphisms in the ITS region allow identification between 
ECM species (Kårén et al. 1997; Pritsch et al. 1997). The largest database sequence 
information for molecular identification of fungi corresponds to ITS regions. In 
some species, the IGS region is more variable than the ITS region and is used to 
identify intraspecific polymorphisms. However, it may not be useful for isolates of 
the same species (Erland et al. 1994).

18.5.4.3 Selection of the Primer Set

Primers are short DNA sequences 15–30 bp in length. Efficiency and specificity 
should be considered when selecting primers. Primers should have ~50% CG content.
Complementarity between forward and reverse primers and within each primer 
should be avoided to minimize formation of primer-dimers because they decrease 
the product yield. There are specific software programs to design and confirm the 
availability of primers. The earliest set of primers designed for ITS region amplifi-
cation was ITS1/ITS4 (White et el. 1990) but they also amplify DNA from plant 
and algae. The fungal-specific primer ITS1F (Gardes and Bruns 1993) and the uni-
versal reverse primer ITS4 (White et al. 1990) have been extensively used in ECM 
fungi studies (Dickie et al. 2002, 2004; Chen and Cairney 2002; Genney et al. 
2006). Since the majority of ECM fungi are basidiomycetes, the basidiomycete-
specific reverse primer ITS4B has been coupled with ITS1F to amplify this group 
(Landeweert et al. 2003a,b; Gagné et al. 2006). Larena et al. (1999) developed a 
reverse primer specific to ascomycetes called ITS4A. Mitchell and Zuccaro (2006) 
reviewed published primers that amplify fungal sequences from nuclear SSU, LSU 
and ITS regions including 5.8 S rRNA. Primers designed to hybridize in comple-
mentary sequences of the DNA regions described above are detailed in several web 
sources: http://www.biology.duke.edu/fungi/mycolab/primers.htm; http://www.
lutzonilab.net/pages/primer.shtml.

Primers to amplify the IGS region have also been designed (Henrion et al. 1992; 
Gardes and Bruns 1993). Martin and Rygiewicz (2005) designed a set of primers to 
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discriminate between plant and fungal sequences, very useful in root tip identifica-
tion. Primers specific to a certain ECM species have been designed for genera such 
as Tuber (Amicucci et al. 1998), Armillaria (Sicoli et al. 2003), Lactarius (Hortal 
et al. 2006) and Rhizopogon (Kennedy et al. 2007).

18.5.4.4 Cycling Conditions

In DNA denaturation, temperature to separate both strands is usually 90–95 °C. 
Annealing temperature is typically 40–60 °C. In DNA extension temperature is 
typically 72 °C but duration will depend on the length of the PCR products. PCR 
products <500 bp require ∼30 s in this phase. Each 500-bp increase in length corre-
sponds to an additional 30 s in the extension phase (1 min per each 1 Kb).

18.5.4.5 Tips

To avoid nucleic acid contamination, use sterile pipette tips with filters, autoclave 
all buffers, clean work surfaces with bleach followed by sterile water and pre-
pare PCR reactions in a separate place in the laboratory. Keeping the compo-
nents of the PCR in small aliquots helps avoid contamination from continuously 
pipetting from the same tube and degradation by continuous cycles of 
freeze-thawing.

18.5.4.6 Protocol: PCR

Procedure

Equipment and Plasticware 0.2-mL PCR tubes, 1.5-mL microcentrifuge tubes, 
thermocycler, micropipettes, transilluminator, vortex.
Reagents Sterile deionized water, Taq-polymerase/appropriate buffer, MgCl

2
,

dNTPs, direct and reverse primers, template DNA, agarose, ethidium bromide or 
SYBR® Green I dye, molecular weight marker (DNA ladder), TAE1X or TBE1X, 
load buffer.

(1) Calculate the total amount of each reagent needed for the total number of 
samples in the PCR-mix (see note (b) below).Concentration and volumes of the 
different components of the PCR reaction will depend on the thermo-stable 
polymerase chosen (check manufacturer’s instructions). See example in Table 18.2 
below; (2) Turn on thermocycler (lid needs to be 10 °C over the highest tem-
perature of the PCR program before starting the PCR reaction); (3) Place on ice 
all components for PCR reaction except Taq-polymerase; (4) When reagents 
have thawed, prepare in a 1.5-mL microcentrifuge tube the PCR-mix for a final 
volume per sample of 20 µl in this order: sterile deionized water, enzyme buffer, 
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MgCl
2
 (in the example, it is included in the Phusion buffer), dNTPs and prim-

ers; (5) Remove Taq-polymerase from the freezer and add the units per reaction 
recommended by the manufacturer to the PCR-mix (e.g. 0.4 units/µL of 
Phusion™ High-Fidelity DNA Polymerase in the example); (6) Vortex the mix-
ture for 5 s to homogenize the reagents; (7) Distribute equal volumes of PCR-
mix in each 0.2-mL microcentrifuge tube (in the example, 17 µl); (8) Vortex 
each DNA extraction briefly and add the DNA template to each PCR-tube; (9) 
Cover the PCR-tubes and place them in the thermocycler. Program cycling con-
ditions (e.g. for ITS1F/LR3 amplicon: initial denaturation at 98 °C for 30 s, 
followed by 35 cycles of denaturation at 98 °C for 10 s, annealing at 56 °C for 
30 s and extension at 72 °C for 1 min, with a final extension at 72 °C for 7 min). 
Variations on time and length of each step will depend on the Taq-polymerase 
chosen. (10) Resolve PCR products by gel electrophoresis in agarose 1.5% 
stained with ethidium bromide or SYBR® Green I dye (use gloves) and run 
samples in the gel with an appropriate molecular weight marker; (11) Visualize 
PCR products under UV light.

Notes (a) If thermocycler lacks a thermal lid, it is necessary to add oil to the 
tubes to avoid evaporation; (b) Make enough PCR-mix for three extra reactions 
(one negative control, one positive control and one for any pipetting errors); 
(c) Changes in volume of the different PCR-components will determine the volume 
of water added.

18.5.4.7 Protocol: Nested PCR

One challenge of working with root tips and hyphae in soil is that low amounts of 
DNA or DNA of low quality are obtained after DNA extraction, leading to weak or 
non-amplifications. Furthermore, plant DNA is co-extracted with fungal DNA in 
root tip samples. In soil samples, DNA from different organisms may be co-
extracted with fungal DNA, resulting in low quality and low amounts of target 
DNA. To solve these problems it is possible to use a technique called “Nested-

Table 18.2 Concentrations of components needed for PCR amplification of the ITS regions and 
part of the 28 S of rRNA gene with primers ITS1F and LR3 (Gardes and Bruns 1993; Hopple and 
Vilgalys 1994). DNA extraction was performed with the Ultraclean™ DNA Isolation kit (MoBio) 
using pooled samples of ∼100 lyophilized roots tips

Reagent Initial concentration µL/sample (1X) Master mix (µL) (10X)

Milli-Q water   8.4 84.0
Phusion Buffer 5X  4.0 40.0
dNTPs 200 µM 0.4 4.0
ITS1F 5 µM 2.0 20.0
LR3 5 µM 2.0 20.0
Phusion Taqa 2 units/µl 0.2 2.0
Template DNA Variable  3.0 
Total volume  20.0
aPhusion™ High-Fidelity DNA Polymerase (New England, BioLabs)
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PCR”, that consists of two consecutive PCR reactions. The first PCR reaction uses 
an external primer pair, while the second PCR reaction uses an internal (nested) 
primer pair, or one of the external primers and an internal one (semi-nested PCR). 
Thus, the product of the first PCR is used as a template for the second PCR, increas-
ing the sensitivity of the technique and allowing the detection of the target DNA, 
that would be undetectable or in very low amounts with only one PCR reaction. In 
soil DNA extractions, nested-PCR provides a lower threshold of sensitivity and 
permits much higher levels of dilutions of the DNA template (Volossiouk et al. 
1995; Anderson and Parkin 2007).

Procedure

Choose two pairs of primers. Primers for the first PCR reaction should hybridize in 
external sequence parts of the sequence of interest. The product obtained from this 
PCR will be the template in the second PCR. After following procedure described 
in the previous PCR protocol: (12) Depending on the amount of product obtained 
by the first PCR using the first primer set, dilute the PCR product 10- to 1000-fold 
with sterile deionized water; (13) Follow the PCR process described in the previous 
protocol, using the second pair of primers (see note below) and the dilution series 
of the DNA template. The negative control (no DNA template) of the first amplifi-
cation should be used as template in the second one. Thus, two negative controls 
are set up in the second amplification; (14) Place tubes in the thermocycler and run 
the appropriate program; (15) Resolve PCR products by gel electrophoresis in agarose
2% stained with ethidium bromide or SYBR® Green I dye (use gloves) using an 
appropriate molecular weight marker; (16) Visualize PCR products under UV light.

Note When first PCR is carried out with ITS1F and LR3 primers, primers that 
hybridize on 5.8 S ribosomal subunit, such as the forward primer ITS3 and the 
reverse one ITS2 (White et al. 1990) can be used for seminested PCR reactions 
coupled with the former primers. Also ITS1F coupled with ITS4 or ITS4B can be 
useful for ECM fungal identification.

Other Considerations

Use of 1–10% (w/v) dimethylsulfoxide (DMSO) decreases the melting temperature 
needed for separation of both strands of DNA. Addition of bovine serum albumin 
(BSA) (10–100 µg/mL) improves yield of the PCR product, binding fatty acids and 
phenolic compounds that can inhibit the PCR reaction.

PCR-Beads Use of PCR kits such as puRe Taq Ready-To-Go PCR beads (GE 
Healthcare) significantly reduces the number of pipetting steps, decreases handling 
errors and increases reproducibility. This kit has been used in several studies about 
ECM fungi (Martín and Calonge 2000; Tedersoo et al. 2006; Suz et al. 2006).

Troubleshooting Weak or no amplification could be due to: (1) Reagents are not 
in the required concentration or one of them is missing: check the protocol; (2) Low 
amount of DNA template: increase the volume of DNA template and correspond-
ingly decrease the volume of deionized water, if improvement is not shown: try to 
perform a nested-PCR with inner primers to the DNA target; (3) Presence of PCR 



458 L.M. Suz et al.

inhibitors: dilute DNA template or purify the DNA extraction. Add BSA or DMSO 
in the PCR-mix, to increase DNA yield. (4) Too short extension times: Increase 30 s 
for each 500 bp of PCR product. You can also increase MgCl

2
 concentration: yield 

of amplified products will increase but specificity will decrease. When excessive 
background amplification is present, possible reasons could be: (1) Very high 
amount of DNA template: dilute it for PCR reaction; (2) Too many PCR cycles can 
increase the amount of non-specific background products; (3) High concentration 
of primers; (4) Poor quality of DNA template; (5) Too low annealing temperature. 
When non-specific amplification is shown, reasons could be: (1) High concentra-
tion of MgCl

2
: decrease MgCl

2
 concentration; (2) Contamination of reagents with 

amplifiable DNA: discard old reagents and prepare a new stock; (3) Primers 
hybridize to a secondary site in DNA template: think about designing new primers; 
(4) Annealing temperature is low; (5) Excessive number of cycles.

18.5.5 PCR-Based Techniques

18.5.5.1 Introduction

PCR-based techniques permit the study of environmental samples without the need 
to culture organisms, leading to a better understanding of the role of ECM fungi in 
complex environments. They also provide methods to identify ECM fungi at different 
life stages when morphological characters are ambiguous or missing. These PCR-
based techniques allow investigation of relationships between closely related species 
and populations of single species. In direct PCR-based techniques such as RFLP, 
T-RFLP, sequencing and cloning, the primers hybridize to known sequences of the 
fungal genome (ITS regions, LSU and SSU of the rRNA gene, etc.). Selection of 
the appropriate PCR-based technique depends on the research objectives, the fungi 
of interest and the type of data analyses planned (Anderson and Cairney 2004).

18.5.5.2 PCR – Restriction Fragment Length Polymorphism (RFLP)

After checking by gel electrophoresis that single intense bands were obtained from each 
PCR reaction, the product can be analyzed by Restriction Fragment Length 
Polymorphisms (RFLPs). This analysis involves digestion of PCR products with a 
number of restriction enzymes that cleave DNA molecules at specific nucleotide 
sequences. Restriction fragments are resolved by gel electrophoresis; smaller DNA 
fragments travel greater distances towards the positive electrode than larger fragments. 
After a successful restriction digestion, a series of DNA fragments will appear in the 
gel. Pattern similarity can be used to differentiate species, strains and other taxonomic 
categories. To identify ECM and to carry out population studies, it is important to com-
pare patterns obtained with those from local PCR-RFLP databases of fruiting bodies or 
pure cultures. In most projects, 100–500 root tips are sampled and 3–6 enzymes are 
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used in RFLP analysis. With such large number of samples, automatic processing of 
data is required (see below: Taxotron® software package). One of the best tools for 
identification of those RFLP patterns that are not associated with a known pattern, is the 
direct sequencing of ITS regions followed by BLAST search (Altschul et al. 1997).

18.5.5.2.1 Protocol: RFLP

Procedure

Equipment and Plasticware Micropipettes, 1.5-mL microcentrifuge tubes, water 
rakes, vortex, microcentrifuge, water bath, camera.

Reagents Enzymes/buffer for each enzyme, sterile deionized water, molecular 
weight marker (DNA ladder).

Distribute 5 µl PCR-product to 1.5-mL microcentrifuge tubes, according to the 
number of restriction enzymes. Keep on ice.

Master Mix (15 µl/Sample/Enzyme) (2) Prepare a digestion mix for each 
enzyme according to manufacturer’s instructions. Include an extra volume to each 
10 samples. For each sample, mix the reactants in the following order: (a) Two 
microliters of buffer (1/10 of final volume). Be careful, each enzyme has its own 
buffer, which should be completely defrosted before use; (b) Sterile deionized 
water to final volume of 15 µl. Mix gently (vortex); (c) Two units of restriction 
enzyme (volume will vary depending on enzyme concentration). Mix gently (vor-
tex) and spin down.

Incubation (3) Add 15 µl of master mix to each sample. Mix gently (vortex) and 
spin down; (4) Place tubes in a water bath at the temperature require for each enzyme, 
for at least 1 h/enzyme unit. After incubation, tubes should be stored at −20 °C.

Analysis of RFLP Patterns (5) Visualize DNA fragments by 2–2.5% agarose 
gel electrophoresis. According to the range of length of the analyzed fragments, 
different DNA size standards can be used. Record results with polaroid or digital 
pictures. Tip: run a DNA ladder with each two or three digested samples to obtain 
a more accurate measure of fragment lengths; (6) Determine fragment size using 
the software chosen (e.g. Taxotron® software system, see below).

Other Considerations

All recognition sequences are palindromes: both strands read the same in both 
directions. If the PCR buffer is not compatible with the restriction enzyme, purify 
the PCR product by the standard procedure (phenol-chloroform and ethanol) or by 
a commercial kit. The Taxotron® software system, especially developed for RFLP 
data processing (Institute Pasteur, Paris) includes: RestrictoScan® that allows detec-
tion of lanes, band and migration values in a digitalized picture and RestrictorType®

that calculates molecular size, using the function of Schaffer and Sederoff (1981) 
to estimate fragment lengths. Authors have published RFLP data from different 
species of Rhizopogon (Martín et al. 1998, 2000b), Macowanites (Martín et al. 
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1999), Russula (Martín et al. 1999), Tuber (Suz et al. 2006, see Fig. (18.4), Terfezia
and Tirmania (Martín et al. 2000a).

18.5.5.3 Terminal-RFLP (T-RFLP)

Terminal-Restriction Fragment Length Polymorphism (T-RFLP) is a molecular fin-
gerprinting method commonly used to characterize ECM fungal communities (Burke 
et al. 2005; Koide et al. 2005a,b). This method facilitates increased throughput com-
pared with gel-based fingerprinting techniques because it uses fluorescence electro-
phoresis and automated DNA sequencing technologies (Anderson and Cairney 2004). 
T-RFLP utilizes fluorescently labeled forward and/or reverse primers resulting in ter-
minal restriction fragments (TRFs) containing labeled primers. Separation and size 
detection of fluorescently labeled TRFs is performed with a DNA sequencer where 
labeled fragments are recognized by the fluorescence detector.

18.5.5.3.1 Protocol: T-RFLP

Procedure

Equipment and Plasticware Thermocycler, incubator, capillary DNA sequencer.
Reagents Fluorescently labeled primers, dNTPs, Taq-polymerase, PCR buffer 
(sterile), Milli-Q filtered water, restriction enzymes and buffers, sizing standard, forma-
mide, PCR purification method (e.g. QIAquick PCR purification kit). (1) Perform PCR 
(50-µL reaction volumes) using fluorescently labeled forward and reverse primers 
(0.2µM of each primer); (2) Run PCR products on agarose gel; (3) Purify PCR product 
using a commercial kit such as QIAquick PCR purification kit (Qiagen) or ChargeSwitch®

Fig. 18.4 RFLP patterns obtained alter digestion with five restriction enzymes (AluI, EcoRI,
HinfI, MseI and TaqI) of a 465-bp PCR product corresponding to Tuber melanosporum from soil 
mycelia (S), and fruiting bodies (F). M: 1 Kb plus DNA Ladder. Fragments were resolved in 2% 
agarose gel electrophoresis for 40 min at 100 V
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PCR clean-up kit (Invitrogen); (4) Digest PCR product with restriction enzymes and 
recommended buffers according to manufacturer’s protocol (see RFLP protocol above); 
(5) Incubate at recommended temperature depending on enzymes used; (6) Add 1.0 µL
digestion product (diluted to optimum concentration) to 9 µL formamide and 0.5 µL of 
GS-500 ROX size standard (Applied Biosystems); (7) Denature at 95 °C for 5 min; 
immediately chill on ice; (8) Perform capillary gel electrophoresis on an ABI 3100 
genetic analyzer (Applied Biosystems) or equivalent system.

Other Considerations

Amplification efficiency of fluorescently labeled primers tends to be low compared 
to unlabeled primers, which frequently leads to lower yields of PCR product. Since 
the output of T-RFLP is digital, specialized software is needed for determining TRF 
sizes and intensities. Peak Scanner™ and GeneMapper® are software programs 
available from Applied Biosystems that can be used with Applied Biosystems 
Genetic Analyzers. One major limitation of T-RFLP analysis is that sequence data 
cannot be produced from T-RFLP peaks, thus making it difficult to identify 
unknown taxa. In addition, in order to match unknown T-RFLP peaks to previously 
identified T-RFLP peaks, a robust local database must be created. As with RFLPs, 
enzyme selection is critical since closely related species can generate similar TRFs. 
In mixed-template environmental samples, rare taxa may be overlooked by T-RFLP 
because they are represented by relatively low amounts of DNA (Burke et al. 2005). 
Despite some limitations, T-RFLP is a relatively efficient and effective method for 
characterization of ECM communities.

18.5.5.4 DNA Sequencing

DNA sequencing allows determination of the nucleotide sequence of a given DNA 
segment. Sequencing is the most accurate technique to identify fungal species. 
Sequencing is applied to PCR products either directly or after cloning. The most 
popular sequencing method, ‘chain termination’ method, was developed by Sanger 
et al. (1977) and is based on use of labeled-dideoxinucleotides (ddNTPs) as DNA 
chain terminators, since they lack an OH group on the 3  carbon atom, necessary to 
form the linkage with other nucleotide. These fluorescently labeled ddNTPs are 
added together with non-labeled dNTPs to the sequencing reactions. Each time the 
chain incorporates a labeled ddNTP, this nucleotide constitutes the end of the chain. 
Thus, the reaction results in fragments of DNA with different lengths that only dif-
fer by one base from each other (Fig. 18.5). These fragments are heat denatured and 
separated by polyacrylamide gels. A laser within an automated DNA sequencing 
machine is used to analyze DNA fragments produced. Therefore, the composition 
and order of the whole sequence can be obtained, reading all single-stranded 
sequences from the fixed point to the last specific base. It is now possible to per-
form the reaction using a commercial kit that provides the required reagent compo-
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nents for the sequencing reaction (cycle sequencing) in a pre-mixed format. 
The user only provides the DNA template and the template-specific primer/s.

18.5.5.4.1  Protocol: DNA Sequencing from a PCR Product Using 
the BigDye Terminator v3.1 Cycle Sequencing Kit 
(Applied Biosystems)

Procedure

Equipment and Plastic ware Instrument Platform (ABI PRISM® 3700 DNA 
Analyzer; ABI PRISM® 3100 Genetic Analyzer; ABI PRISM® 3100-Avant Genetic 
Analyzer ABI PRISM® 310 Genetic Analyzer or all models of ABI PRISM® 377 
DNA Sequencer), thermocycler (GeneAmp® PCR Systems 9700, 9600, 2700 or 
2400), 1.5-mL microcentrifuge tubes/96-well plates (depending on the thermocy-
cler used), micropipettes, vortex.

Fig. 18.5 Schematic diagram of the ‘Chain Termination’ sequencing method (Sanger et al. 1977). 
Two reactions per sample corresponding to both strands of the DNA PCR product are detailed
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Reagents DNA template, primers (forward-reverse) complementary to the 
sequence of the DNA template, BigDye Terminator v3.1, Cycle Sequencing Kit.

Purification of the PCR Product (1) Purify PCR product to sequence using a 
commercial kit such as QIAquick PCR purification kit (Qiagen) or EZNA® Cycle 
Pure kit (Omega Bio-Tek). If nonspecific PCR products are detected when the PCR 
product is run out on agarose gel, the PCR product purification can be performed 
by excising the band from the gel and using a gel purification kit such as QIAquick 
Gel PCR purification kit (Qiagen). Single PCR products can be purified using 
Exo-Sap enzymes (Sigma).

DNA-Quantification of the PCR Product (2) Quantify purified DNA by gel 
electrophoresis or by spectrophotometry at 260 nm (Sect. 5.3; DNA quantification). 
The amount of DNA necessary depends on the length of the PCR product to 
sequence. It should range around 2 ng/µL per 100 bp of PCR product.

Sequencing Reaction (3) Distribute the DNA template volume into 1.5-mL 
microcentrifuge tubes. Keep on ice; (4) Take out from the freezer the components 
of the kit. Prepare the master mix as indicated in manufacturer’s instructions (4 µL of 
Ready reaction Premix 2.5X, 2 µL of BigDye Sequencing Buffer 5X, 3.2 pmol 
of primer, 2 ng/µL each 100 bp of PCR product and water to a final volume of 
20µL); (5) Mix well and spin briefly; (6) Add the required volume of master mix 
to each DNA simple. Mix gently; (7) Place tubes in the thermocycler and follow the 
corresponded cycling conditions. E.g.: cycling conditions for ITS primers: 25 
cycles of denaturation at 96 °C for 10 s, annealing at 50 °C for 5 s and extension at 
60 °C for 4 min.

Purification of Extension Products Incorporated dye terminators should be 
removed before electrophoresis. There are some recommended purification proto-
cols such as ethanol/EDTA, ethanol/EDTA sodium acetate precipitation and plate 
and spin column purification; (8) Choose the purification protocol supplied by the 
manufacturers depending on the desired particular application; (9) Send the result-
ant reactions to an automated sequencer. Each sample will result in a chromatogram 
of peaks of four colors, each corresponding to one labeled-ddNTP.

Other Considerations

Sequencing options after cloning are described in Sect 5.5 (Cloning technique). The 
reagents provided by the kit described above are suitable for performing fluorescence-
based cycle sequencing reactions on single- or double-stranded DNA templates, on 
PCR fragments and on large templates (e.g. BAC clones). Users can adjust the 
quantities of reagents to a final volume < 20 µL.

Troubleshooting When the chromatogram shows peaks on top of peaks or 
peaks with a weak signal, it is probably due to the low quality of the DNA template 
or to the presence of contaminants: include a control DNA template in each run of 
sequencing to determine whether failed results are due to DNA quality or to a fail-
ure in the sequencing reaction. High concentrations of EDTA from the TE buffer 
used to resuspend the DNA in its isolation inhibit the BigDye reaction. Do not use 
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too much EDTA in the DNA samples and follow recommended procedures detailed 
in the user manual for this kit. If the thermocycler used is not from Applied 
Biosystems you may need to optimize cycling conditions. DNA sequencing proto-
cols will vary depending on the sequence systems and equipment used. Sequencing 
results can be compared to a number of publicly available fungal databases, includ-
ing NCBI GenBank (http://www.ncbi.nlm.nih.gov/), UNITE (http://unite.ut.ee/) 
and mor (http://mor.clarku.edu/).

18.5.5.5 Cloning

While direct sequencing can be used for single-species PCR products, cloning or cre-
ation of clone libraries is a technique that can be used for environmental samples that 
produce mixed PCR products. In samples with multiple species of ECM fungi, the 
mixed product generated by PCR requires separation by cloning into a suitable vector. 
Several methods exist for cloning PCR-derived DNA fragments. The T/A cloning 
method is used because of convenience and efficiency. T/A cloning depends on the 
terminal transferase activity of Taq-polymerase, which adds a single deoxyadenosine 
(A) to the 3´ ends of PCR products. Individual PCR products are then inserted into 
linearized vectors with single overhanging 3´ deoxythymidine (T) residues. Next vec-
tors are integrated into bacterial cells resulting in bacterial colonies that contain dif-
ferent fragments of fungal DNA. Since an efficient cloning reaction produces 
hundreds of colonies, profiling techniques (e.g. RFLP or DGGE/TGGE) can be used 
to screen clones and reduce the total amount of sequencing needed. Two cloning sys-
tems commonly used for construction of clone libraries in ECM studies are the TOPO 
TA Cloning® Kit (Invitrogen) and the pGEM®-T vector systems (Promega).

18.5.5.5.1  Protocol: Cloning (This Modified Protocol Uses Invitrogen’s 
TOPO TA Cloning® Kit for Sequencing)

Procedure

Equipment and Plasticware Sterile toothpicks, 96-well microtiter plates, 0.5-mL 
microcentrifuge tubes, micropipettes, microcentrifuge, thermoblock 42 °C, 37 °C 
shaking and non-shaking incubator, thermocycler.
Reagents PCR Product, plasmid vector, E. coli competent cells, S.O.C. media (2% 
Tryptone, 0.5% Yeast Extract, 10 mM NaCl, 2.5 mM KCl, 10 mM MgCl

2
, 10 mM 

MgSO
4
, 20 mM glucose), LB (Luria-Bertani) agar plates with 50 µg/mL of ampicil-

lin, LB broth with 50 µg/mL of ampicillin (add ampicillin just before use), sterile 
Milli-Q filtered water.

PCR (1) Add a 10-min extension time at 72 °C at the end of PCR cycling to 
facilitate addition of 3´A-overhangs on the PCR products.

Ligation (Day 1) (2) Incubate LB plates at 37 °C; (3) Set up 6-µL cloning reac-
tion: (a) add 4.0 µL of fresh (see note below) PCR product to a 0.5-mL-microcentrifuge
tube, (b) add 1.0 µL of sterile Mili-Q filtered water, (c) Add 1.0 µL of plasmid 
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vector (pCR®4-TOPO®); (4) Mix gently and centrifuge briefly; (5) Incubate reaction
for 20 min at room temperature and then put on ice.

Transformation (Day 1) (6) Thaw One Shot® TOP10 chemically competent 
cells on ice; (7) Add 2 µL of cloning reaction to each tube with TOP10 cells; (8) 
Mix gently and incubate on ice for 30 min; (9) Heat shock at 42 °C for 30 s; then 
transfer immediately to ice; (10) Add 260 µL of room temperature S.O.C. medium 
to each tube; 11) Place in incubator at 37 °C on shaker (200 rpm) for 1–1.5 h; (12) 
Spread 100 µL and 150 µL of each transformation onto prewarmed LB plates; (13) 
Invert plates (to prevent condensation) and place in a 37 °C incubator overnight 
(~12 h).

Picking Colonies (Day 2) (14) Dispense 100 µL of LB broth with ampicillin 
into each well of a 96-well microtiter plate; (15) Gently touch tip of sterile tooth-
pick to a single colony (without dipping into agar); (16) Tap or swirl toothpick into 
well with LB broth and then carefully remove toothpick; (17) Incubate plate at 37 °C 
overnight.

Analyzing Clones (Day 3) (18) Perform PCR using <0.5 µL of LB culture 
mixture as template; (19) Run PCR products on 1.5% agarose gel; (20) Use 
profiling techniques to screen PCR products and then sequence representative 
clones.

Note Fresh PCR products should be used for cloning because terminal deoxya-
denosines are susceptible to cleavage from repeated freezing and thawing.

Other Considerations

PCR amplification of environmental samples with complex DNA mixtures can 
result in generation of chimeric sequences (O’Brien et al. 2005; Jumpponen 2003). 
Chimeric sequences occur when a DNA fragment of one gene anneals with a 
homologous template to prime the next cycle of DNA synthesis. Formation of 
chimeric sequences can result in the identification of non-existent fungal species 
and overestimates of species diversity. Reducing the number of PCR cycles (fewer 
than 20) and increasing PCR extension times can minimize formation of chimeras 
(Suzuki and Giovannoni 1996; Qiu et al. 2001; Acinas et al. 2005). Computer 
programs such as Recombination Detection Program (Martin and Rybicki 2000) 
and Chimera Check from the Ribosomal Database Project II (Maidak et al. 2001) 
can be used to detect possible chimeric sequences. PCR bias and cloning bias can 
also influence the relative frequencies of DNA fragments recovered from cloning 
of mixed-template reactions. Cloning bias results from preferential cloning of cer-
tain DNA fragments while PCR bias is a result of unequal amplification of certain 
templates. The following modifications are recommended in order to minimize 
PCR bias in construction of environmental clone libraries: (1) combine several 
independent replicate PCR amplifications; (2) use low numbers of PCR cycles and 
(3) use low annealing temperatures (Suzuki and Giovannoni 1996; Qiu et al. 2001; 
Acinas et al. 2005). The number of clones to analyze per sample depends on the 
objectives of the study, the diversity of the sample, the importance of detecting 
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rare species and the availability of time and financial resources. Landeweert et al. 
(2003a) determined that analyzing 30 clones per soil sample was sufficient for 
detecting the most common ECM species. Sequencing 50 clones per sample 
resulted in reasonable detection of fungal diversity in soil samples from a natural 
grassland (Anderson et al. 2003). Screening of clones with a profiling technique 
such as RFLP or denaturing gradient gel electrophoresis (DGGE) (Middleton et al. 
2004) can greatly reduce the total amount of sequencing needed. For example, 
Smith et al. (2007) and Morris (2006) used RFLPs to screen 48 clones from sam-
ples of pooled EM root tips. Once it has been determined which clones will be 
sequenced there are two options for sequencing. Plasmid DNA can be extracted 
from the E. coli cells and sequenced directly or PCR can be performed with the 
clone culture mixture and then the PCR products purified and sequenced. 
Sequencing can be performed using primers that flank the vector cloning sites or 
primers used in the original PCR.

18.5.5.6 Real-Time PCR – Quantitative PCR

Real-time PCR measures the quantity of nucleic acid target in a DNA sample. 
Using this technique it is possible to estimate copy number or the amount of DNA 
target in the exponential phase of the PCR reaction rather than at the end, when 
increment of fluorescence truly correlates to the amount of DNA target. DNA 
synthesis is monitored using DNA-binding dyes such as fluorophore SYBR® green 
I (Invitrogen, Life Technologies). This dye binds to double-stranded DNA, but not 
to single stranded. As more PCR product is produced, more fluorescence is regis-
tered from SYBR® green. Another way to screen formation of copies of the target 
DNA through the reaction is by registering the fluorescence generated by fluoro-
genic target-specific probes, such as Real-time TaqMan™ PCR system (also known 
as fluorogenic 5´ nuclease chemistry). Copies of the DNA target emit fluorescence 
that is recorded in each cycle, and this fluorescent signal increases with number of 
copies. To determine the starting amount of the DNA target in an unknown sample, 
it is necessary to measure its Ct (cycle number at which fluorescence crosses the 
threshold) and interpolate this value in a determined standard curve. Confirmation 
of the identity of the PCR product is performed by examining the thermal dena-
turation plots or melting curves (Fig. 18.6), since the melting temperature of the 
PCR product mainly depends on the nucleotide composition. Formation of the PCR 
product can be monitored throughout the reaction, thus, it is possible to adjust the 
exact number of PCR cycles needed. Moreover, Real-time PCR does not need 
post-PCR processing, saving time. The availability of a technique such as 
Real-time PCR has opened a door for quantification of specific ECM fungi in 
environmental samples, allowing evaluation of their ecological and functional 
importance in different ecosystems. This technique is able to detect twofold 
changes in concentration of the target DNA, being very useful to estimate changes 
in fungal biomass.
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18.5.5.6.1 Protocol: Real-Time PCR

Procedure (Using ABI Prism 7700 Equipment; Applied 
Biosystems)

Equipment and Plasticware ABI Prism® 7700 equipment, 96-wells plates, 
Sequence Detection System (Applied Biosystems), software version SDS 1.9.1 and 
Dissociation Curves 1.0, 1.5-mL microcentrifuge tubes, micropipettes, vortex.
Reagents Sterile Milli-Q water, primers, template DNA, known and unknown samples, 
agarose, molecular weight marker (DNA ladder), TAE1X or TBE1X, load buffer.

Establishment of a Calibration Curve (1) Establish a calibration curve with 
serial dilutions of a known amount of DNA template, a known number of copies of 
target DNA (standard) or plasmid DNA. The system determines the calibration 
curve and plots the Ct of these serial dilutions obtained after a certain number of 
PCR cycles, vs log

10
 of the quantity of target DNA (log

10
 (quantity) ). Each calibra-

tion standard should be tested in duplicate or triplicate in each different run. The amount
of target DNA in each unknown sample is calculated by interpolating the Ct value 
in the standard curve. The r2 of the standard curve should be >0.99. Specificity of 
the designed primers, linearity of the reactions and sensitivity of the Real-time PCR 
should be checked.
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Fig. 18.6 Diagrams of a melting curves of tenfold dilution series of DNA from T. melanosporum
obtained after Real-Time PCR with the LightCycler (Roche) system using SYBR® Green dye I, 
and b gel analysis after the PCR reaction: (1): undiluted simple; (2) to (4) dilutions 101, 102 and 
103; (M) 1 kb plus DNA ladder. The lower the DNA concentration, the lower melting peaks (fluo-
rescence emitted) and band intensities detected
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Tips Serial dilutions of the standard should contain the correct amount of DNA 
target. Check the absolute quantity of DNA in each standard. Prepare aliquots of 
each dilution and freeze them at −80 °C, thaw only once before use.

Real-Time PCR Reaction (2) Prepare the PCR cocktail, preferably one cocktail 
per group of sample replicates. Calculate the quantity of each PCR component for 
all samples, containing: 0.2 µM of each primer, 12.5 µL of SYBR® Green PCR 
Master Mix and 10.5 µL of sterile Milli-Q water. Include DNA-free, negative and 
positive controls for each cocktail in each plate, vortex to homogenize the mixture; 
(3) Distribute 24 µL of the PCR cocktail in each well; (4) Add 1 µL of DNA tem-
plate previously vortexed; (5) Cover the plate, place in thermocycler and program, 
e.g. as follows: (a) incubation step at 95 °C for 10 min; (b) DNA amplification for 
20–40 cycles of 95 °C for 30 s, 58 °C for 30 s and 72 °C for 1 min. Annealing tem-
perature will depend on the primers used and extension time will depend on the 
length of the PCR product. Number of cycles can be adjusted after monitoring 
the formation of the PCR product all over the reaction; (6) Program the melting 
curve temperature profile by, e.g. 95 °C for 1 min, 60 °C for 1 min and heating to 
95 °C in 20 min; (7) Analyze data with the software version SDS 1.9.1 and 
Dissociation Curves 1.0.

Additional Confirmation of PCR Product (8) Confirm product identity by 
electrophoresis in a 2% agarose gel; (9) Visualize the gel on a transilluminator.

Notes Recommended primer concentration in SYBR® Green reactions is 50 mM, 
products should be ~150 bp on length (the shorter, the better) and the primers 
should not include more than two G or C bases in their last five bases. The PCR 
product obtained can be used for sequencing.

Other Considerations

Application of Real-Time PCR to ECM Studies Real-time PCR has recently 
been applied to ECM fungal community studies not only for fungal quantification 
(Landeweert et al. 2003b; Anderson and Parkin 2007) but also for ecological and 
functional studies such as the examination of gene expression (Miozzi et al. 2005), 
investigation of spatial distribution and temporal persistence of mycelia (Kennedy 
et al. 2007) and determination of ECM fungal competition (Kennedy et al. 2007; 
Parladé et al. 2007).

Optional Real-Time PCR Systems Other Real Time systems can be used such 
as the LigthCycler™ (Roche Molecular Biochemicals) (Landeweert et al. 2003b), 
RotorGene 3000 centrifugal amplification system (Corbett Research) (Martin and 
Rygiewicz 2005) or Bio-Rad iCycler iQ Multi-Color Real Time PCR Detection 
System (Guescini et al. 2003).

Troubleshooting if amplification does not appear, dilute or purify the DNA 
extracts. Losses of DNA occur after purification. If primer-dimmers are formed, 
raise the annealing temperature or the temperature when primers are not in a double 
strand. If unsuccessful, add lower concentrations of primers or design a new pair. 
The fluorophore SYBR® Green I dye does not distinguish target DNA from non-
target DNA, thus, it is essential to use a good specific primer pair and to examine 
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the melting curves to confirm the PCR product. When working with ITS regions, it 
is necessary to perform a calibration for each species. Quantification of a biomarker 
gene present in a known number of copies is another possibility (Raidl et al. 2005).
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Cladogenesis, 164
Cloning, 463, 465
Clostridia, 88
CMV. See Cucumber mosaic virus
COBRA, 205
Coevolution, 187
Colloids, 218
Colonization, 62, 99
Combinatory biosynthesis, 30
Commercial inoculants, 291
Common scab, 20
Community genome arrays, 231
Community level physiological profiles, 

342, 348
Competition, 243
Computational algorithms, 157
Conidia, 250
Conjugative plasmid transfer, 112
Conjugative plasmids, 190
Constitutive defences, 126
Contour maps, 165
Convergent evolution, 161
Coratine, 137
Cortinariaceae, 438, 441, 443
Cortinarius, 441, 446
Cosmid clone, 249
Cotton-blue-lactic-acid, 444
Crosstalk, 278
Cucumber mosaic virus (CMV), 137
Cyanobacteria, 79
Cystidia, 443
Cytokinins, 305
Cytoskeleton, 323

D
Daktulosphaira vitifoliae, 141
Decomposition of lignocellulose, 11
Degradation of virulence factors, 9
Deinococcus, 79
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Denaturing gradient gel electrophoresis 
(DGGE), 353, 464, 466

Denitrification, 347
Dermocybe, 441

D. crocea, 441
D. palustris, 441
D. semisanguinea, 441

Desulfovibrio, 88
DGGE. See Denaturing gradient gel 

electrophoresis
Diabrotica virgifera, 127
Diacetylphloroglucino, 344
Differential display, 101
Differential regulation, 155
Differential RNA display,140
Diketopiperazine, 281
Dimethylsulfoxide, 457
Direct defences, 130
Direct DNA extraction, 451
Direct resistance,141, 142
Diversification, 158
Diversity descriptors, 447
Diversity indexes, 447

Shannon-Wiener (H) index, 447
Simpson (λ) index, 447
Whittaker β-diversity index, 447

Diversity, 215
DMSO. See Dimethylsulfoxide
DNA arrays, 140
DNA extraction, 449, 450, 451, 452, 456
DNA library construction, 230
DNA purity, 452
DNA quantification, 450
DNA rearrangements, 111
DNA sequencing, 460, 461, 462
DNA yields, 450
Drought, 102

E
Earthworms, 132
Eavesdrop, 279
E-cinnamic acid, 136
ECM abundance, 446
ECM anatomy, 447
ECM diversity, 447
ECM exploration types, 441
ECM extraction, 446
ECM mantles, 439

plectenchymatous mantles, 439
pseudoparenchymatous mantles, 439

ECM morphology, 445, 447
Effectors, 399
Elaphomycetales, 438

Electromobility shift assays, 255
Electron microscopy, 250, 348
Elicitor, 209, 399
Emanating hyphae, 443
EMSAs. See Electromobility shift assays
Endochitinase-encoding gene, 254
Endomembrane system, 324
Endophytes, 86
Endophytic bacteria, 18
Endophytic fungi, 17, 28
Endoplasmic reticulum, 322
Environmental signals, 110
Environmental stress, 102
Epialleles, 199
Epigenetic, 200
Epilachna, 130
Epilachna varivestis, 130, 131
EPS. See Extracellular polysaccharides
Erwinia, 18
Erwinia carotovora, 137
E-ß-caryophyllene, 127, 134
E-ß-ocimene, 134
EST, 253, 254
EST library, 254
Ethanol, 448
Ethidium bromide, 450, 455, 456
Ethylene, 305, 306
Ethylene diamine tetra-acetic acid (EDTA), 463
Evolutionary genomics, 157
Evolutionary layer, 76
Expressed sequence tag, 140, 141, 145, 392–393
Extracellular polysaccharides, 106
Extracytoplasmic factors (ECFs), 191

F
Farmyard manures, 56
Fasciculatum, 131, 132, 135
F-box, 331
F-box protein, 331
Filamentous, 254
FISH-microautoradiograph, 229
Flagellin, 210
Flavonoids, 292, 294
Flax, 209
Fluorescence in situ hybridisation (FISH), 228
Fluorescently labeled primers, 460
Formol, 444
Free living rhizobacteria, 292
Freeze-thaw lysis, 452
Fruiting bodies, 437, 443, 445, 448, 

449, 458
Functional gene arrays, 231
Functional genomics, 108
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Functional proteomics, 224
Fungal exudates, 13
Fungal penetration, 250
Fungal symbiont, 22
Fusarium, 15
Fusarium moniliforme, 84
Fusarium oxysporum, 136

G
G. caledonium, 131
G. fasciculatum,131
G. mosseae, 131, 134
Gametes, 201
Gas chromatograph (GC), 140
Gene recruitment, 194
Genetic maps, 395
Genetically engineered, 53
Genetically engineered crops, 65
Genome(s), 157, 200
Genome sequencing, 392
Genomic demography, 158
Genomic revolution, 157
Genomic subtraction, 114
Genomic topography, 158
Genospecies, 229
Genotrophs, 209
Geosiphon pyriformis, 83
GHG. See Greenhouse gas
GHG emissions, 60
Gibberellins, 305
Gigaspora margarita, 89
Global phylogenetic analyses, 156
Global temperatures, 61
Glomales, 4
Glomeromycota, 83
Glomus, 130, 131
Glomus claroideum, 84
Glomus etunicatum, 130, 131
Glomus intraradices, 131, 132, 137, 142
Glomus mosseae, 133, 135
ß-1,3-Glucanase, 243
Glucanases, 302
Glucanase inhibitor protein, 402
α-Glucosidase, 246
Glutamine synthetase, 185
Golgi, 324, 326
Gomphales, 438
Gomphidiaceae, 443
Gomphus clavatus, 440
G-protein signaling, 397
Grass endophyte, 17
Grazing, 10
Green non sulfur bacteria, 78

Green sulfur bacteria, 78
Greenhouse gas(es), 58, 60
Growth factors produced by bacteria, 13
Guaiac, 444
Gymnosperms, 443

H
Halogenated furanone, 281
Hartig net, 5, 443
Haustoria, 389
HC-Pro, 329, 330
Homeodomain proteins, 324
hdtS, 273
Heat shock response, 105
Helicoverpa, 131
Helicoverpa zea, 131
Heliobacteria, 78
Hemibiotroph, 387
Hemicellulases, 243
Hennigian’ cladistic approach, 162
Herbivore insects, 126, 130, 133, 

140, 145
Heritable, 204
Heterobasidion, 21
Heterorhabditis megidis, 127
Heterotrophization, 89
Hidden Markov models (HMMs), 168
Histones, 201
Horizontal gene transfer, 86
Hormones, 306
Host-specific phytotoxin, 246
Hsp70, 323
Hydrolytic enzymes, 243, 248
Hygrophorus, 441
Hymenomycetes, 438, 443
Hypermethylation, 206
Hyper-nodulation, 62
Hyperosmotic stress, 105
Hyphae, 456
Hyphal coiling, 251
Hypomethylation, 202
Hysterangium stoloniferum, 440

I
Immune system, 89
In silico, 140
Intergenic spacer (IGS), 454
Incompatibility, 187
Indirect defences, 17, 133, 140
Indirect DNA extraction, 451
Indirect resistance, 141
Indole-3-acetic acid (IAA), 306
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Induce systemic resistance, 250
Induced defences, 126, 127, 130
Induced resistance, 250
Induced systemic resistance, 8, 304
Infection, 205
Inocybe, 441
Integrated nutrient management (INM), 56
Integrated pest management. (IPM), 

66, 142
Integrated soil management (ISM), 56
Intergenic spacer fingerprints, 108
In vivo expression technology, 100
Iron(II)sulfate, 444
IS66, 190
Insertion sequences (ISs), 189
Internal transcribed spacer (ITS), 454
Isoelectrophoresis, 376
IVET. See In vivo expression technology

J
Jasmonates, 136, 294
Jasmonic acid (JA), 135–138, 142, 305

K
KOH. See Potassium hydroxide

L
L. hirsutum, 139
Lactarius, 9–12, 24, 50
Lactic acid, 444
Laticifers, 438, 443, 445
Legionella, 87
Legume, 292
Leguminosae, 185
Leotiales, 438
Leucanthemum vulgare, 131
Lichens, 83
Linearized vectors, 464
Linolenic acid, 137
Lipo-chitooligosaccharides, 292
Liquid chromatography mass spectrometry 

(LC MS), 253
Liquid nitrogen, 450
Lotus corniculatus, 131
Lotus japonicus, 85
LOX, 133, 136
lux, 266
luxI-type, 272
LuxM/AinS, 272
LuxR-type transcriptional regulators, 273
LuxS-produced AI-2 signal, 278

Lycopersicon esculentum, 139
Lytic enzymes, 9

M
M. euphorbiae, 133
M. persicae, 132
M. truncatula, 140, 141
Macowanites, 459
Macrosiphum euphorbiae, 133
Magnaporthe grisea, 84
MAPK pathways, 257
Markers, 202
Mass spectrometer, 140
Matrix-assisted laser desorption/ionization 

time-of-flight mass spectrometry 
(MALDI-TOF), 253

Mean length of helical stems, 164
Medicago truncatula, 84, 138, 144
Medicinal plant, 29
Melanoplus bivittatus, 130
Mendelian, 210
Metabolite spectrum, 29
Metabolome, 215
Metagenome, 216
Metagenomics, 54
Metaproteomic, 224
Methanogens, 78, 79
Methanotrophs, 78
Methyl salicylate, 134, 136
Methylation, 200
Microarrays, 231, 396
Microautoradiography, 228
Microbial community diversity, 451
Microbial functional diversity, 351
Microbial inoculations, 100
Microcolonies, 225
Microsensors, 342
Microtubules, 322
minCDE, 187
Mitogen activated protein kinases 

(MAPKs), 255
Mobile genetic elements, 190
Mobiluncus curtisii, 88
Model root exudates, 342
Model root systems, 342
Molecular evolution, 162
Molecular fingerprinting, 114
Molecular machines, 160
Molecular order, 161
Molecular topography, 158
Monoclonal antibodies, 223
Morphological diversity, 155
Morphotyping, 437, 438
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Most probable number, 354
MPB2C, 322
mRNA, 139
MS. See Mass spectrometer
Multivariate analyses, 447
Mutants, 136, 138, 139
Myc factor, 84
Mycelium, 248
Mycolytic activities, 247
Mycoparasite, 250
Mycoparasitism, 243, 245–247
Mycorrhiza helper bacteria, 25
Mycorrhizae, 4, 84, 339, 437
Mycorrhizal symbiosis, 303
Mycorrhizosphere, 24
Myzus persicae, 132, 136

N
N immobilization, 346
N-acetyl-d-glucosami 296
Nano-scale secondary ion mass spectrometer, 

339
Natural enemies, 125, 126, 128, 133, 136, 

138–144
NCAP, 320, 324, 327
NSm, 323
ncRNA, 163
Necrotroph, 387
Nested-PCR, 457
Network biology, 158
Networks, 158
Nezara viridula, 127
Nitrate reductase, 77
Nitrification, 347
Nitrogen fixation, 295
Nod factors, 84, 292
Nodulation, 295
Non-protein coding RNA, 163
Nucleic acid hybridisations, 231
Nutrient competition, 243

O
O-antigen synthesis, 111
Octadecanoid pathway, 136, 137, 294, 306
Oomycetes, 383
Oospore, 388
Open reading frames, 217
Opportunistic, avirulent plant symbionts, 246
Osmotic stress response, 252
Orchids, 23
Orobanche, 84
Orthologous, 192

Osmoprotectants, 102
Otiorrhyncus sulcatus, 131
Oxidative stress response, 252
Oxygenic photosynthesis, 79
Oxylipins, 136

P
P. lanceolata, 132
P19, 330
P30 protein, 322
P4, 133, 136
PAL, 136
Paralogous genes, 188
Parasitoids, 125, 137, 140–144
Pathogen, 204
Pathogenesis-related (PR), 138, 141, 304
Pathogenic and beneficial plant-associated 

bacteria, 266
Pathogenicity islands, 87
Paxillaceae, 441
PCR-based techniques, 458
PCR–DGGE, 353
Percolation theory, 158
Pezizales, 438
Phages, 190
Phenazine, 15
Phenol-aniline, 444
Phenotypic repertoires, 155
Phenylalanine, 136
Phenylalanine ammonia lyase, 136
Phosphate solubilizing bacteria 

(PSB), 299
Phosphinothricin, 32
Phospholipid fatty acid analysis, 342
Photoautotrophs, 78
Photoheterotrophs, 78
Photorhabdus, 87
Photosynthates, 58
Phylogenetic, 226
Phylogenetic oligonucleotide 

arrays, 231
Phylogenetic signal, 161
Phylogenetic systematics, 162
Phylogenetic tracings, 172
Phylogenomic, 158
Phylotyping, 437
Phytobeneficial genes, 115
Phytomass, 57
Phytopathogen, 370
Phytophthora, 21
Phytophtora infestans, 133
Phytosiderophores, 219
α-Pinene, 134



Index 481

Piriformospora indica, 86
Pisolithaceae, 443
Plamodesmata, 324
Plantago lanceolata, 129, 132
Plant defences, 14, 125, 133, 138, 143–145
Plant growth and development, 292
Plant growth promoting rhizobacteria, 7
Planthoppers, 140
Plant-microbe coexistence, 100
Plant root exudates, 191
Plasmodesmata, 320, 322–326
Pleosporales, 438
pNGR234a, 190
Polyhedral folds, 171
Polyketides, 30
Polymerase chain reaction (PCR), 452, 

454–458
beads, 457
DNA denaturation, 453
DNA extension, 453
inhibitors, 458
primer annealing, 452, 455, 456, 

458, 463
primers, 452
single stranded conformation 

polymorphism, 353
Polymmatus icarus, 131
Polyvinilpyrolidone (PVP), 449
Postgenomic, 224
Post-transcriptional gene silencing, 164
Potassium hydroxide (KOH), 444
Power law behavior, 160
PR. See Pathogenesis-related
Predators, 125, 141–144
Preferential attachment, 160
Presymbiotic phase, 23
pRi, 189
pRL1J1, 190
Probability matrix, 164
Promoter analysis, 255
Protease inhibitors, 401
Proteases, 243, 302
Proteasome, 331
Proteinase inhibitor, 136, 137
Proteinase K, 449
Protein coding genes, 155
Protein-protein interactions, 160
Protein sequence, 155
Proteomes, 158
Protozoa, 10
Pseudomonas, 13, 15, 370
Pseudomonas aeruginosa, 87
pTi, 189
Punctuated equilibrium, 75

Purple bacteria, 78
Putative non-coding RNA molecules, 156
PvdQ, 280
Pyoverdine, 369
Pythium, 136

Q
qPCR, 429
Quercirhiza auraterocystidiata, 440, 442
Quercirhiza dendrohyphidiomorpha, 440
Quercirhiza ectendotrophica, 440
Quercirhiza flavocystidiata, 439
Quercirhiza internangularins, 440
Quercirhiza pedicae, 442
Quercirhiza sclerotiigera, 440, 442
Quercirhiza tomentellofuniculosa, 440, 442
quiP, 280
Quorum sensing, 19

R
Ralstonia, 18
rctA, 191
Real-time PCR, 429, 448, 466
Rearrangements, 189, 208
Re-association kinetics, 417
recombinant DNA, 417
Recombination, 200
Regulatory signals, 247
RENT, 208
RepABC, 187
Repressors, 274
Resistance, 204
Restriction enzymes, 429, 458, 460

AluI, 460
EcoRI, 460
HinfI, 460
MseI, 460
TaqI, 460

Restriction fragment length polymorphism 
(RFLP), 205, 458

Reverse-transcribe (RT), 416
R-gene, 208
Rhizobacteria, 291
Rhizobia, 18, 84, 87, 183, 292
Rhizobium leguminosarum bv. viciae, 275
Rhizobium, 137
Rhizoboxes, 342
Rhizodegradation, 10
Rhizodeposition, 340
Rhizomicrobes, 104
Rhizomorphs, 441, 446
Rhizopines, 191
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Rhizoplane, 342, 415
Rhizopogon, 445, 459
Rhizosphere, 3, 99, 291, 411
Rhizosphere competence, 101, 225
Rhizosphere zone, 350
Ribonucleic acid (RNA), 417
Ribosomal Database Project II (RDPII), 412
Ribosomal intergenic spacer analysis, 355
Richness, 412
Richness indexes, 447

Jack-Knife index, 447
log α (S) index, 447
Margalef (D) index, 447
Pielou evenness (H¢) index, 447

Rickettsiae, 87
RNA

functional switches, 160
helicase, 331
microarray, 232
probes, 140
protection assay, 140
silencing, 328
world, 162

Root
adhesion, 62
colonization, 62
exudates, 12
knot nematodes, 85
tip colonisation, 109

ROPS, 205
Rozites, 441
RPA, 140
rRNA genes, 454
RS toxin, 246
Russula, 441, 460
Russulaceae, 438
Russulales, 438
RXLR effector, 402

S
16S, 185
5.8 S, 208
Salicylic acid (SA), 135–138, 142, 305
Saprophytes, 5
SAR, 102, 136
Scavengers, 102
Schizaphis graminum, 132
Sclerotia, 438, 443
Sclerotial parasitism, 251
SDS. See Sodium dodecyl sulfate
Secondary metabolites, 28, 243
Secreted proteins, 393
Secretome, 393

Secretion systems, 85
SEED database, 419
Serial analysis of ribosomal sequence tags 

(SARST), 418
Shannon entropy, 164
Siderophore, 369
Siderotyping, 369
Siderovar, 371
Sigma factors, 106, 191
Signal, 291
Signaling, 203
Signaling molecules, 292
Signaling networks, 160
Silencing, 391
Silencing suppressor, 329–332
Single nucleotide polymorphisms, 189
Single strand conformation polymorphism, 

348
Sinorhizobium meliloti, 86
siRNAs, 163, 201
Site-specific recombinase, 109, 217
Sitona lineatus, 129, 131
Small RNAs, 278
Small subunit (SSU), 426
SNF1 kinase, 332
Sodium dodecyl sulfate (SDS), 450, 452
Soil

biodiversity, 53
core, 442, 445, 446, 448
fertility, 53
microbial diversity, 75
potential respiration, 347
respiration, 58, 345

Soil organic matter (SOM), 53
Solid phase microextraction, 140
SOM. See Soil organic matter
Soybean, 295
Space covering, 160
Species concept, 412
Species effort curves, 445
Species richness, 447
SPME. See Solid phase microextraction
Spodoptera fungiperda, 131
Spodoptera, 131
Spores, 448, 451
SRP, 164
18S rRNA, 140
SRS. See Systemic recombination signal
Stable isotope, 226
Stable isotope probing (SIP)

PFLA-SIP, 421
RNA-SIP, 421

Stone buildings, microbial colonization, 80
Stramenopilia, 385
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Streptomyces spp., 31
Stress, 199
Stress tolerant genes, 102
Striga, 84
Strigolactones, 84
Structural proteomics, 224
Suboptimal root zone temperature, 295
Subtractive hybridization, 140, 145, 221, 249
Sudan III, 444
Sulfate reducers, 78
Sulfo-vanillin, 439
Supersecondary structure, 161
Suppressive subtractive hybridization, 114
SYBR® Green I dye, 450, 455
Symbiogenesis, 76
Symbiosins, 84
Symbiosis, 277, 292
Symbiotic, 292
Symbiotic association, 108
Symbiotic genome compartments 

(SGCs), 188
Symbiotic islands, 189
Synteny 5.8 S, 192, 208
Synthetic chemical fertilizers, 56
Systemic, 204
Systemic acquired resistance (SAR), 102, 

136, 304
Systemic recombination signal (SRS), 203
Systemic resistance, 243

T
Taq polymerase, 426
Taxonomic markers, 232
Taxonomic resolution, 155
TE buffer, Tris-EDTA buffer, 449
Telluric phase, soil formation, 76
Temperature gradient gel electrophoresis 

(TGGE), 353, 426, 464
Terfezia, 460
Terminal restriction fragment length 

polymorphism (T-RFLP), 353, 426
Terrabacteria, 79
Terrestrial carbon sink, 61
TGGE. See Temperature gradient gel 

electrophoresis
Thaxtomins, 32
Thelephorales (Thelephoraceae), 438, 439, 

441, 443
Thermal desorption, 140
3D structure, 161
TMV, 204
Toll-like receptors, 86
Toluidine blue, 444

Tomentella, 441
Transcriptomics, 140
Transcripts, 222
Transformation, 218, 390
Transgene, 205
Transgenerational, 204
Transposon(s), 111, 206
T-RFLP, Terminal-Restriction fragment length 

polymorphism, 460
TRFs, Terminal restriction fragments, 460
Trichoderma, 14
Tricholoma, 441
Tricholomataceae, 438, 441
Trissolcus basalis, 127
tRNA precursors, 163
TSWV movement protein, 323
Tuber, 441, 455, 460

T. melanosporum, 467
Tubulin, 322
Two-dimensional gel electrophoresis, 396
Two-dimensional polyacrylamide 

gel electrophoresis (2D-PAGE), 
418, 428

U
Ubiquitin E3 ligases, 331
Ultracytochemical techniques, 348
Unbalanced symbiosis, 16
Unculturable, 229
Univariate analyses, 447
Universal tree, 158

V
Vascular wilt, 20
Vector, 417
V. harveyi, 275
Vitis labrusca, 141
Vitis vinifera, 141
Volatile organic compounds (VOC), 126, 

143, 144
Volatile signal molecules, 306

W
Western blotting, 223
Whiteflies, 127, 130
Whole-genome analysis, 155
Whole genome shotgun (WGS), 420

Z
Zoospore, 388
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